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Abstract—For the purpose of video caching and low-delay video
delivery to the end-users, multiaccess edge computing (MEC)
servers are commonly grouped into clusters to efficiently exploit the
limited storage resources of the MEC servers. In this article, we first
introduce a methodology for analysis of the video delivery delay
using the queuing theory. Our analysis shows that the video delivery
delay is mainly affected by the arrival rate of the video requests.
Furthermore, we show a tradeoff between the ratio of videos found
in the MEC servers within the same cluster and the transmission
delay of video contents. To reduce the video delivery delay, we
propose a dynamic MEC server clustering (DyMECC) algorithm
that determines the cluster size at each time interval by solving
analytically derived equations considering the actual arrival rate
of video requests. It also acts as a congestion avoidance mechanism
for the communication interfaces among the MEC servers. Via
simulations, we show that the DyMECC reduces the video delivery
delay about 15% in light load conditions and by more than five
times in heavy load conditions compared to state-of-the-art works
while also reduces the load of the communication interfaces among
the MEC servers by more than 45%.

Index Terms—6G, clustering, cooperative caching, multiaccess
edge computing (MEC), video, Xn interface.

I. INTRODUCTION

ACCORDING to the Ericsson mobility report [1], the traffic
in mobile networks should be 110 exabytes per month by

2023. Out of this volume of data, 45% belongs to video [2],
[3]. Future mobile networks should deal with this tremendous
video traffic. Although 6G visions promise high bit rates and
ultra-low latency [4], [5], there is a huge difference between the
transmission delay of video contents in 6G radio access network
and the delay of fetching the videos from the original content
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providers via a core network and the Internet [6]. A low-delay
video delivery can be facilitated by MEC servers that provide the
storage resources for caching the popular video contents close
to the users, i.e., at the edge of the mobile network. Thus, MEC-
assisted video content delivery has been recently a dominant
paradigm toward reducing the video delivery delay, as shown,
e.g., in [7], [8], [9], and [10]. Caching the video contents at the
storage of MEC servers not only reduces the content delivery
delay, but also reduces the backhaul traffic load via not fetching
the video contents from the far-away servers of the original video
content provider [11], [12].

To further improve caching performance at the edges, video
conversion and recommendation have been introduced. These
techniques work to produce lower quality versions of videos or
provide alternative similar videos when requested videos are
not available [13], [14]. In [15], an efficient algorithm was
introduced to jointly utilize the video conversion and video
recommendation for reducing the video delivery delay.

As the quality of videos (e.g., resolution, video bit rate, mul-
tiview 3-D videos) increases over time, more storage resources
are required in the MEC servers to keep the video contents
close to the users and to reduce the video delivery delay as
well as the backhaul load. To this end, an effective caching
mechanism with an adaptive view selection is introduced in [16].
In [17], a MEC-assisted caching of multiview 3-D video with
a dynamic view angle selection was introduced to reduce the
required storage requirements by real-time synthesizing of the
desired views. The authors presented a novel cache management
problem called Adaptive View Selection and Cache Operation,
and derive an optimal policy using the Markov decision process.
Nevertheless, these works assume just single MEC server as a
caching proxy; hence, a large storage space is still needed.

To avoid an increase in the cost of storage in the MEC
servers, collaborative caching is adopted in [13], [18], and [19].
In the cooperative caching, several neighbouring base stations
(BS) collocated with MEC servers share their cached contents.
In [18], cache-enabled vehicles cooperated with base stations
on sharing of the cached content. This idea was further evolved
to a digital twin empowered content caching in vehicular
edge networks in [20]. In hierarchical ultradense networks,
the cooperative caching can be extended to the cooperation
between micro BSs and macro BSs as well. For example, a
collaborative caching scheme for virtual reality (VR) video
delivery in MEC-enabled small-cell networks was proposed
in [21] aiming to obtain low-delay VR video delivery.

One drawback of the cooperative caching is an existence of
the duplicate video contents in adjacent MEC servers leading

1937-9234 © 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 

Authorized licensed use limited to: CZECH TECHNICAL UNIVERSITY. Downloaded on September 14,2023 at 08:39:08 UTC from IEEE Xplore.  Restrictions apply. 

https://orcid.org/0000-0002-2854-9439
https://orcid.org/0000-0002-5204-1328
https://orcid.org/0000-0002-6645-3518
https://orcid.org/0000-0001-5155-8192
mailto:a.doostmohammadi@eng.ui.ac.ir
mailto:M.R.Khayyambashi@comp.ui.ac.ir
mailto:naserm@eng.ui.ac.ir
mailto:zdenek.becvar@fel.cvut.cz


2 IEEE SYSTEMS JOURNAL

to redundancy in video contents and inefficient usage of the
caching resources in the MEC server [22]. To limit the redun-
dancy and consequent requirements on over-dimensioning of
the storage resources in the MEC servers, the MEC servers
can be grouped into clusters as indicated in [22] and [23]. The
MEC server clustering can be classified into two categories: 1)
user-centric clustering: where the user accesses the BS via radio
interface and receives the content directly from the accessed
BS, as introduced, e.g., in [24], [25], [26], and [27]; and 2)
interconnection-based clustering: where the MEC servers col-
located with the BSs are grouped together to construct a coherent
entity in terms of caching and the user accesses the serving BS,
which requests the content from other BSs in the cluster via
interfaces [22], [23], [28].

In the user-centric clustering of the MEC servers, the com-
munication range of the users and the BSs limits the size of
the cluster. In contrast, the interconnection-based clustering
expands the domain of the cooperating MEC servers to a further
distance in which the video contents can be exchanged through
the interconnected MEC servers. Thus, in this article, we focus
on the interconnection-based clustering and the communication
interface between the MEC servers can be of any kind. We use
Xn interface throughout the article as it is commonly used in 5G
and beyond mobile networks.

A direct connection of the BSs via X2 interface for the purpose
of the cooperative caching is introduced in [22], where the MEC
servers were connected to each other to form a cluster. the
clusters are fixed during the network setup and do not change
during the system operation even if the rate of video requests
varies over time. In [23], the MEC servers were connected to
each other and logically grouped into the clusters based on the
user density distribution and the geographical location of MEC
servers. The authors introduced a collaborative caching splitting
the storage resource of the MEC servers into local, intracluster,
and intranetwork partitions aimed to minimize the average delay
of content delivery. Nevertheless, the collaborative caching is
not designed to operate in a heterogeneous and dynamic envi-
ronment, and like in the previous work, the clustering scheme
does not change over time. Moreover, the rate of the users’
requests is not taken into account in the calculation of content
delivery delay. In [28], the moving users were classified into
different groups based on their velocity. Then, different MEC
server clustering was defined for each user group to minimize the
end-to-end delay of network services. Although a kind of MEC
server clustering is introduced in this article, the authors focus
on the reduction of the virtualized network functions migration
among clusters and the dynamic nature of user demands is not
considered.

Besides the abovementioned works on the fixed clustering of
MEC servers, some papers target also dynamic video delivery
path. For example, a dynamic routing for transmitting the videos
among the interconnected MEC servers was proposed in [29] to
offload the backhaul traffic to X2 interfaces. From the applica-
tion focus perspective, this work focuses on cooperative caching
and traffic offloading for video streaming services. From the
technology approach perspective, this work proposes the use of
content centric network and software defined network (SDN)
to optimize network resource utilization. Besides this work
does not consider the real-time dynamics of user requirements
when optimizing network resource utilization, which could

limit its effectiveness in scenarios with highly dynamic user
requirements.

Also, an online caching policy was proposed for reducing
the content delivery delay in content delivery networks in [30].
Although this algorithm is proven to be effective in the envi-
ronments where popularity is highly dynamic, our proposed
work differs from [30] in addressing dynamic aspects, since our
proposal focuses on the dynamic nature of video request arrival
rate, while [30] focused on the dynamic nature of the popularity
of the multimedia data. Consequently, problem formulations as
well as solutions in our manuscript and [30] are completely
different.

In this article, we first analyze the video delivery delay using
the queuing theory and, then, we propose the algorithm that
dynamically adjusts the cluster size according to the arrival rate
of video requests to minimize the video delivery delay. Our
major contributions are summarized as follows.

1) We introduce an analytical framework for modeling the
video delivery delay using the queueing theory. We take
not only the waiting times into account, but also the
variations in the service rate of the clusters, the arrival
rate of video requests, and the cluster size.

2) We analyze the tradeoff between the probability of finding
the video content in the cluster and the delivery delay of
the video content within the cluster to obtain the cluster
size that minimizes the video delivery delay.

3) We propose a dynamic MEC server clustering framework
to minimize the video delivery delay in the presence of the
variable arrival rate of video requests. The cluster size is
determined based on the observed arrival rate of the video
requests in each time interval to efficiently utilize the Xn
interfaces.

4) We demonstrate that the proposed algorithm significantly
reduces the video delivery delay, even more than five times
in heavy load conditions, compared to state-of-the-art
works. At the same time, the load of the communication
interfaces among the MEC servers is reduced notably, by
more than 45%, by the proposal.

The rest of this article is organized as follows. The system
model is described in Section II. The analytical model for the
video delivery delay and the tradeoff analysis is introduced in
Section III. Then, Section IV presents the formulation of the
optimization problem. Our proposed DyMECC is outlined in
Section V. Section VI provides the performance evaluation.
Finally, Section VII concludes the article.

II. SYSTEM MODEL

In this section, we outline system model for the delivery of
video content to users. Note that the notations used throughout
this article are summarized in Table I.

We assume that M, U, V are the set of MEC servers, the set
of users, and the set of videos, respectively. Each MEC server is
collocated with one BS and each BS (and thus, each MEC server)
is connected to the core network via the backhaul. Besides, each
BS can directly communicate with its neighbors via Xn interface
as illustrated in Fig. 1.

The MEC server m has a storage capacity of Cm. For each
MEC server, a binary variable Δm,v shows if the vth video is
cached in the mth MEC server (Δm,v = 1) or not (Δm,v = 0).
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Fig. 1. System model for the delivery of video content to the users. DXn is applied when one MEC server transfers the video content to one of its neighboring
MEC server and is a function of the video size and the capacity of Xn interface, whereas DK is the delay of transmitting the video content between two arbitrary
MEC servers within the cluster and is a function of the cluster size. In fact, Dk is applied when the requested video is delivered by the MEC server within the
cluster k. Db is applied when the requested video is not found in the cluster k and is fetched from the original media server. Dm,u is always applied because the
serving MEC server is the one that transmits the requested video to the user u.

TABLE I
NOTATION OF VARIABLES AND PARAMETERS USED IN THE MODEL

The distribution of video popularity commonly follows Zipf
distribution, as shown, e.g., in [31], so the video v is requested
by the user u with the probability of

ρν,u =

⎛
⎝νγ

|V|∑
n=1

n−γ

⎞
⎠

−1

(1)

where γ is the Zipf parameter indicating the popularity
skewness.

When the MEC server m receives a request for the video v
from the user u, the following three different cases may occur.

1) Local cache-hit: the MEC server m checks its cache. If
the video v is found in its cache with the probability of
αm,v, the MEC server m sends the requested video to
the user directly via collocated BS. In this case, the edge

transmission delay Dm,u equals to the video transmission
delay from the serving BS collocated with the MEC server
m to the user u.

2) Cluster-hit: If the requested video is not found in the
cache of the MEC server m, the MEC server m requests
the video from other MEC servers in the same cluster
k (i.e., the cluster to which the MEC server m belongs
to). If one of the MEC servers within the cluster k finds
the requested video in its cache, the video is sent to the
MEC server m via the Xn interface connecting the MEC
servers to each other. In this case, the intracluster delayDk

includes the video transmission delay between the MEC
servers within the cluster.

3) Fetching from the original media server: If the requested
video is not found in the cluster, the MEC serverm fetches
the requested video from the original media server via
backhaul and evolved packet core network. In this case, the
video delivery delay from the original media server to the
MEC server m is represented by the backhaul delay Db.

The cluster-hit probability is calculated based on the lo-
cal cache-hit probability of individual members of the cluster.
Precisely, the cluster-hit probability is the complement of the
probability of not finding the requested video in any caches
of the MEC servers within the cluster. Hence, the cluster-hit
probability of finding the video v in the cluster k is defined as

βk,ν = 1−
|Mk |∏
i=1

(1− αi,ν) (2)

where |Mk| is the number of MEC servers in the cluster k.
In this article, we assume a practical and realistic case, where

there are many different video contents in the video library and
the total size of the video library is huge in comparison with the
cache size of MEC servers, i.e.,

∑
v∈V Sv � Cm, ∀m ∈ M ,
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Fig. 2. MEC server as a queue.

where Sv is the size of the video v in the video library V .
Therefore, the local cache-hit probability of all MEC servers are
very low and approximately the same, i.e., αm,v = α, ∀m ∈
M , ∀v ∈ V. Hence, the cluster-hit probability is solely a func-
tion of local cache-hit and the cluster size, i.e.,

βk,ν =
(
1− (1− α)|Mk |

)
. (3)

In conclusion, the system model represents the video content
delivery to the end users through the interconnection network
of MEC servers, taking into account a range of factors such
as the storage capacity, the video size, the interface capacity,
and various transmission delays. By examining different caching
scenarios, including local cache-hits, cluster-hits, and fetching
from the original media server, the model offers a realistic
portrayal of how video requests are handled within a clustered
MEC environment. Additionally, the model integrates the impact
of video popularity based on a Zipf distribution and investigates
the connection between local cache-hit probability, cluster-hit
probability, and the various system parameters. This cooperative
approach to the system model paves the way for a thorough
analysis and evaluation of the proposed DyMECC algorithm,
showcasing its effectiveness in reducing the video delivery delay
compared to the fixed clustering schemes.

III. ANALYTICAL MODEL OF VIDEO DELIVERY DELAY AND

TRADEOFF ANALYSIS

In this section, first, we introduce an analytical model for the
video delivery delay. Then, we investigate the tradeoff between
the cluster-hit ratio and the intracluster delay. We also analyze
the effect of the backhaul delay on the cluster size.

A. Analytical Model

Since the capacity of the Xn interfaces interconnecting the
MEC servers in mobile networks is finite, when the video content
should be transmitted via the Xn interface that is transmitting an-
other video content, the video content enters a queue for that Xn
interface. Therefore, the arrival rate of the video requests affects
the video delivery delay. Higher arrival rate of the video requests
results in the higher queue waiting times and, consequently, a
higher video delivery delay.

Using queuing theory, we model each MEC server as a queue
of the video requests. The video requests arrive in MEC serverm
with the rate λm. When a new video request arrives, it is placed
to the end of the queue (Fig. 2). The service rate μm of MEC
server m is the rate at which MEC server m transmits the video
content to its users Um.

We assume that the interarrival times of video requests and
the service times of MEC servers (i.e., the time taken to transmit
video content) are the Poisson point processes [23]. Therefore,
the average transmission delay Dm of the video requested from

Fig. 3. Cluster of MEC servers as a queue with a variable service rate.

the MEC server m to the user u is derived as

Dm,u =
1

μm − λm
(4)

where λm is the arrival rate of video requests on the MEC server
m, and μm is the rate at which the MEC server m transmits the
video contents to the Um users over the radio resources with the
bandwidthB, hence, the average transmission rate is formulated
as

μm =
1

|Um|
∑
u∈Um

B × log2
PwL−ε

m,u

σ2 + Im
(5)

where Pw is the transmission power, Lm,u is the distance
between the MEC server m and the user u, ε is the path loss
exponent, σ2 is the additive Gaussian noise power density, and
Im denotes the intercell interference.

Based on the model for individual MEC servers, each cluster
of MEC servers is modeled also as a queue with an arrival rate
of λk and with a variable service rate of μk (Fig. 3).

Then, based on the queuing theory, the intracluster video
delivery delay is modeled as

Dk =
1

μk − λk
. (6)

The arrival rate λk of the kth cluster is an aggregation of the
arrival rates of the MEC servers belonging to the kth cluster,
i.e.,

∑
m∈Mk

λm multiplied by the probability of finding the
requested video in the cluster, i.e.,

∑
v∈V ρvβk,v . Thus, the

arrival rate λk is defined as

λk =
∑

m∈Mk

λm ×
∑
v∈V

ρvβk,v. (7)

If we substituteβk,v with its definition in (3) and assuming the
arrival rate of all MEC servers is the same (λm = λ, ∀m ∈ M),
we get

λk = (|Mk| × λ)×
(
1− (1− α)|Mk |

)
. (8)

The service rate μk of the kth cluster is the inverse of the
average transmission time of the video content with the size S
within the cluster, where S is the average size of the videos in
the video library, i.e., S = 1

|V|
∑

ν∈V Sν . The average transmis-
sion delay of the video content between two neighboring MEC
servers directly connected to each other via Xn interface with the
capacity of RXn is DXn = S

RXn
. Let ξk be the average distance

in terms of the number of MEC servers in the video delivery
path between two MEC servers in the cluster k with |Mk| MEC
servers. Then, we have

μk =
1

DXn × ξk
. (9)

Using the delays in the video delivery described above, we
can calculate the overall average video delivery delay perceived
by the users served by the MEC serverm belonging to the cluster
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k as

Dm =
1

|Um||V|
∑
u∈Um

∑
ν∈V

ρv,u[αm,ν .Dm,u

+ (1− αm,ν)βk,v × (Dk +Dm,ν)

+ (1− αm,ν)(1− βk,ν)× (Db +Dm,u)]. (10)

Finally, the weighted average of the video delivery delay on
all |M| MEC servers is the overall average video delivery delay
of the system D defined as

D =
1

λ

|M|∑
m=1

λm ×Dm (11)

where λ =
∑|M|

m=1 λm.
Moreover, we calculate the average local cache-hit ratio φl

and the average cluster-hit ratio φk as follows:

φl =
1

|M|
∑
u∈U

∑
ν∈V

ρv,u ×
∑
m∈M

αm,ν (12)

φk =
1

K

∑
u∈U

∑
ν∈V

ρv,u ×
K∑

k=1

βk,ν . (13)

If αm,ν = α ∀m ∈ M, ∀ν ∈ V ⇒ φl = α, φk ≈ α× |M|.

B. Tradeoff Analysis

According to (2), the probability βk,ν of finding the video v
in the MEC servers’ cluster k, is a function of the cluster size
|Mk|. In other words, if the cluster enlarges, the cached-content
diversity increases and, consequently, βk,ν increases. Hence,
the average cluster-hit ratio increases with the cluster size and,
consequently, the average video delivery delay decreases.

In contrast, as shown in (9), the service rate of the cluster
reduces with an increase in the cluster size |Mk|. Therefore,
if the cluster enlarges, μk decreases and, according to (6), the
intracluster delay Dk increases. As a consequence, the video
delivery delay increases. This indicates a tradeoff between βk,v

and Dk.
There is also a relation between the cluster size |Mk| and

the backhaul delay Db. When the backhaul delay is high due
to a heavy traffic, enlarging the cluster results in more video
requests being responded from the MEC servers at the edge
and a lower number of the video requests is directed to the
origin media server. Therefore, increasing the size of the cluster
not only reduces the backhaul load, but also reduces the video
delivery delay significantly. Nevertheless, we should determine
the cluster size in such a way that the intracluster delay does not
become higher than the backhaul delay.

IV. PROBLEM FORMULATION

In this section, we formulate the optimization problem of
the video delivery delay minimization. Regarding the tradeoffs
discussed in the previous section, the video delivery delay can
be expressed as a function of both the video request arrival
rate and the cluster size. Moreover, the local cache-hit ratio and
the cluster-hit ratio, which significantly influence the delay, are
influenced by two factors: 1) the cache size of the MEC servers;
and 2) the cache placement. As a result, the video delivery delay
is intricately dependent on both the cache size of the MEC

servers and the cache placement. Therefore, the optimization
problem targeted in our article is defined as follows:

minimize
|Mk |,Δm,ν

D(λm,Δm,ν , Cm, |Mk|)

subject to

1 ≤ K ≤ |M| (C1)

K∑
k=1

|Mk| ≤ |M| (C2)

λm ≤ μm ∀m ∈ M (C3)

λk ≤ μk 1 ≤ k ≤ K (C4)

|V|∑
v=1

Δm,ν × Sv ≤ Cm ∀m ∈ M. (C5)

The goal of the optimization problem is to determine the
cluster size(|Mk|) and the cache placement variable (Δm,ν ,m ∈
M, v ∈ V) to minimize the video delivery delay, with the given
arrival rate of video requests (λm, m ∈ M), and storage ca-
pacity constraints (Cm, m ∈ M).

The constraints (C1) and (C2) indicate that all active |M|
MEC servers of the mobile networks are clustered intoK disjoint
groups. (C3) limits that the arrival rate of the video requests in
MEC servers should be lower than their video transmission rate
to prevent the waiting times become infinite. Similarly, (C4)
limits that the aggregate arrival rate of the video requests to
the clusters should be lower than their video delivery service
rate for preventing the system to be overwhelmed. Note that
the aggregated arrival rate is the function of the cluster size and
the video requests arrival rate to the MEC servers of the cluster.
(C5) indicates the limitation of the storage capacity of each
MEC server. As described in Section II, Δm,ν ,m ∈ M, v ∈ V
is a binary variable which shows how the video content is cached
in MEC servers of the system. Choosing video content from
the video library V to be placed in the caches of M MEC
servers to minimize the video delivery delay while meeting
the storage capacity constraints corresponds to the classic bi-
nary knapsack problem. Therefore, this is an NP-hard problem.
Moreover, the cache placement impacts on the cache-hit ratio
and, consequently, the cluster-hit ratio and the service rate of the
cluster, μk.

To make the NP-hard cache placement problem more man-
ageable, we apply a uniform cache placement strategy that
stabilizes the variable Δm,ν . Consequently, the optimization
problem narrows down to finding an optimal cluster size, aiming
to reduce the video delivery delay.

V. PROPOSED DYNAMIC MEC SERVER CLUSTERING

(DYMECC)

In this section, we describe our proposed DyMECC. First,
in Section V-A, we elaborate on the effect of the load of the
video requests on the service rate of the clusters that motivates
the idea of DyMECC in presence of the variable arrival rate of
video requests. Then, we determine the cluster size minimizing
the video delivery delay in Section V-B. Last, Section V-C
summarized the proposed DyMECC algorithm reducing the
video delivery delay via dynamic clustering of the MEC servers.
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Fig. 4. MEC server clustering in our proposed DyMECC under different loads.

A. Motivation and General Idea

Since the arrival rate of the video requests to the cluster is the
aggregation of the arrival rate of the video requests to the MEC
servers of the cluster, the intracluster delay is multiplicatively
increased by an increase in the arrival rate of the video requests
to the MEC servers, especially when the clusters are large. High
arrival rates result in many concurrent content deliveries, which
require simultaneous usage of the Xn interfaces for content
delivery path toward the serving MEC server. This creates a high
demand for preempting the Xn interfaces and results in many
videos being placed in the waiting queue of the Xn interfaces,
causing congestion and a significant increase in delivery delay.
Hence, there is a necessity for dynamic adjustment of the cluster
size with respect to the arrival rate of the video requests.

When the video request rate is low (light load), the cluster
can be large enough to take full advantage of the caches of the
MEC severs reside in the radio access network while keeping
the intracluster delay lower than the backhaul delay. On the
contrary, when the request rate is high (heavy load), the cluster
size should be shrunk to prevent overloading the Xn interfaces.
These two basic presumptions represent fundamental aspects
of the proposed DyMECC. Furthermore, DyMECC works as a
congestion control mechanism to prevent overloading the Xn
interfaces.

Fig. 4 illustrates an example of MEC server clustering for
different arrival rates (light load, medium load, and heavy load).
Thick blue lines determine the cluster region in which MEC
servers belonging to the same cluster share their cached video
contents to each other.

It is worth mentioning that since the MEC server clustering is
done as a logical grouping for cooperative caching, and the in-
terconnection of the MEC servers does not change, the available
capacity of Xn interfaces exploited for content transferring is not
affected by enlarging the cluster size. In other words, our solution
does not put any additional burden on the Xn interfaces in
terms of conventional exchanging of control information and just
exploits the available capacity of Xn interfaces for transferring
the video contents.

B. Determining the Cluster Size

In each time interval, the cluster size is derived based on the
observed request arrival rate. The proposed dynamic MEC server
clustering keeps the video delivery delay minimized in presence
of a variable arrival rate of video request. We derive the cluster
size that minimizes the video delivery delay while meeting the
constraints described in Section IV.

In light load conditions, there is almost no waiting time in the
delivery path of the video content from two MEC servers within
the cluster. In this case, the cluster size should be determined

in a way that the intracluster delay becomes lower than the
backhaul delay, i.e.,Dk < Db. In other words, the increase in the
intracluster delay is tolerable until it does not exceed the back-
haul delay, because if the intracluster delay becomes higher than
the backhaul delay, the MEC server clustering is not effective
anymore and results in higher video delivery delay. Hence, to
be ensured that the intracluster delay is always lower than the
backhaul delay, we should fulfill the following condition:

(
2
√
|Mk|L − 2

)
×

1
|V|

∑|V|
v=1 Sv

RXn
< Db (14)

where |Mk|L is the cluster size in light load conditions. If we
substitute 1

|V |
∑

ν∈V Sν with its equivalent S (the average size
of the videos in the video library), we have(

2
√

|Mk|L − 2
)
× S

RXn
< Db. (15)

Moving all the variables except |Mk|L to the right side of the
inequality, we have

2
√

|Mk|L <
RXn ×Db

S
+ 2. (16)

Finally, we get the following relation for the cluster size in light
load condition:

|Mk|L <
1

4
×
(
RXn ×Db

S
+ 2

)2

. (17)

In addition, according to the constraint (C4) in the optimiza-
tion problem, the average request arrival rate of the cluster
should be lower than the average service rate of the cluster,
i.e., λk < μk, 1 ≤ k ≤ K. If we substitute λk and μk with
their equivalents according to the (8) and (9), respectively, and
substitute the ξk with the average distance in the cluster k, in
terms of the number of MEC servers in the shortest delivery path
between any two arbitrary nodes in the cluster [32], we obtain

|Mk|H × λ ×
(
1− (1− α)|Mk |H

)
<

1

S
RXn

×
(√

|Mk |H
2 + 2

3

)
(18)

where |Mk|H is the cluster size in heavy load conditions.
Since the probability of the local cache-hit is 0 ≤ α ≤ 1,

we can approximate (1− α)|Mk |H with 1− (|Mk|H×α). If we
neglect 2

3 , which is a small constant value, we get

⇒ |Mk|2H × λ × α <
1

S
RXn

×
√

|Mk |H
2

. (19)

If we move all the variables of the cluster size |Mk|H to the
left-hand side of the inequality, we have

⇒ |Mk|2H ×
√

|Mk|H <
2×RXn

λ × S × α
(20)

⇒ |Mk|H <
5

√(
2× RXn

λ × S
× 1

α

)2

(21)

According to the above expression, the cluster size is the
function of the ratio of the bit rate of Xn interface to the aggregate
bit rate of video streams, RXn

λ×S , and the inverse of the local

cache-hit ratioα. The larger ratio of RXn

λ×S yields the larger cluster
size, whereas the larger value of α limits the cluster size for
limiting the video exchanges between the MEC servers inside the
cluster. As our contribution is taking benefit of the collaborative
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Algorithm 1: DyMECC Algorithm.

Input: M = {1, 2, . . . , |M|}; V = {1, 2, . . . , |V|}; U =
{1, 2, . . . , |U|}, Δt.
1: t = 0.
2: Initialize caches by uniform distribution of video content

over MEC servers.
3: while t ≤ simulation time do
4: t = t+Δt.
5: Derive the cluster size in light load condition; |Mk|L

(17).
6: Derive the cluster size in heavy load condition; |Mk|H

(21).
7: Determine the cluster size at the time t;

|Mk|t = min{|Mk|L, |Mk|H} (22).
8: Group |M| MEC servers into the clusters with a size of

|Mk|t using K-means algorithm.
9: end while

caching of not only neighbor MEC servers, but also other MEC
servers, which are accessible via the communication interfaces
until the constraints (17) and (21) are met, we determine the
cluster size as follows:

|Mk| = min{|Mk|L, |Mk|H} =

min

[
1
4×

(
RXn×Db

S +2
)2

,
5

√(
2×RXn

λ×S × 1
α

)2]
. (22)

In fact, there is no specific transition point from the light load
to the heavy load. More precisely, while |Mk|L is lower than
|Mk|H , the load is considered as the light load, and the cluster
size is determined by |Mk|L. Similarly, as the load increases
and |Mk|H becomes lower than |Mk|L, the load is considered
as the heavy load and the cluster size is determined by |Mk|H . In
other words, we introduce a general formula for determining the
cluster size and the load intensity is implicitly taken into account
in determining the cluster size in each time interval using (22).

C. DyMECC Algorithm

In this section, we introduce the proposed algorithm, which
dynamically adjusts the cluster size based on the actual arrival
rate of video requests, see Algorithm 1. We distribute the video
contents of the video library uniformly over the MEC servers to
initialize the caches of the MEC servers (line 2). The DyMECC
algorithm runs periodically every Δt (line 4) and determines the
cluster size in each time interval (line 8). Then, the MEC servers
are regrouped into k clusters with a size |Mk|. The values of two
limits for the cluster size are calculated based on (17) and (21)
(see lines 5 and 6). The minimum of these two limits is used as
the cluster size in each time interval (line 7). The derived cluster
size |Mk| is applied to cluster the MEC servers into k groups
using K-means algorithm (line 8).

VI. PERFORMANCE EVALUATION

In this section, we evaluate the performance of our proposed
method in terms of different performance metrics, such as
video delivery delay, cluster-hit ratios, and the utilization of Xn
interfaces. We conduct comprehensive simulations to assess the
performance of DyMECC. In Section VI-A, we provide the

TABLE II
SIMULATION PARAMETERS

information about how we set up the simulation and set the
simulation parameters. We briefly introduce the algorithms that
we compare our proposed DyMECC against them in Section
VI-B. We categorize the competitive algorithms into the two
main categories. Finally, in Section VI-C, we analyze the
simulation results.

A. Simulation Settings

We set the main system parameters based on the related works
in our simulations, see Table II. Based on these parameters,
the transmission delay between two neighboring MEC server,
DXn, is 25 ms. The backhaul delay is considered 300 ms [33].
The intracluster delay, Dk, depends on the load and the size of
the cluster k, nevertheless for the special case of the cluster size
10 and the load of 5 requests per second, it is about 70 ms.
Additionally, as articulated in Section IV, we have posited a
scenario where the distribution of video content across the MEC
servers is uniform [22].

B. Competitive Algorithms

We compare the performance of the proposed DyMECC
with existing state-of-the-art works introduced in Section I. We
categorize the existing works into the following categories.

1) Fixed clustering: i.e., the clustering of the MEC servers
is fixed during the network setup and is not adjustable
with the variation of the arrival rate of video re-
quests [22], [23], [34], [35].

2) Noncooperative caching: in which no cooperation among
MEC servers is provided [12], [36].

In fixed clustering approaches, the cluster size is set to 10 as
it is assumed in [34].

C. Simulation Results and Analysis

In this section, we provide the results of comparing
our proposed algorithm with the algorithms categorized in
Section VI-B. We also analyze the performance of our proposed
algorithm with respect to different system parameters, i.e.,
cache size, video size, and Zipf parameter.

As illustrated in Fig. 5, the proposed DyMECC outperforms
the competitive algorithms in terms of the video delivery delay.
In a light load, the video delivery delay is reduced to about
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Fig. 5. Video delivery delay versus load.

Fig. 6. Cluster size versus load.

half of the video delivery delay achieved by the noncooperative
algorithms, and by 15% compared to the fixed clustering
algorithms. In the fixed algorithms, when the load is high,
the Xn interfaces within the cluster become saturated, and the
waiting times for transferring the videos over Xn interface
among MEC servers exponentially increase. Therefore, the
video delivery delay drastically rises. On the contrary, since the
clusters are shrinking in DyMECC when the load increases,
the video delivery delay is kept at its minimum possible value.
Also as evidenced, a slight increase in video delivery delay is
observed in noncooperative caching due to the queuing delay on
the serving MEC server, particularly in heavy load conditions.

As illustrated in Fig. 6, the DyMECC dynamically adjusts
the cluster size according to the variable load of video requests.
When the load is low, the cluster size is determined based on
(17). In the light load, DyMECC determines the cluster to be big
enough to maximize the cluster-hit ratio while intracluster delay
does not exceed the backhaul delay. In such case, DyMECC
minimizes the total number of clusters needed to handle the

Fig. 7. Cluster-hit ratio versus load.

users’ requests. As the load increases, (21) determines the cluster
size because the minimum value of the cluster size derived
from (17) and (21) is used to determine the cluster size, as
shown in (22). As the load continues to increase, the cluster
size may become even lower than the cluster size used in the
fixed algorithms, especially when the load exceeds 25 video
requests per second. This demonstrates the superiority of the
proposed DyMECC algorithm over the fixed algorithms in terms
of adapting to variable loads and reducing the cluster size to
handle any load.

The cluster-hit ratio remains nearly constant when the cluster
size does not change over time as shown in Fig. 7, while the
cluster-hit ratio in DyMECC changes with respect to the cluster
size which is dynamically determined at each time interval.
When the load is light, the clusters are big, and most of the
video requests are responded within the cluster that leads to a
lower video delivery delay compared to the fixed methods. As
the load increases, the cluster size shrinks. As a result, in heavy
load conditions, the clusters become small and consequently
the cluster-hits decrease. Although decreasing the cluster-hit
ratio seems unpleasant, it helps to reduce the content delivery
delay in heavy load conditions. As we discussed the tradeoffs in
Section III-B, when the load is heavy, fewer cluster-hits result
in shorter waiting time, and lower the intracluster delay, which
is the most significant contributor to the video delivery delay.
Therefore, by reducing the intracluster delay, the overall video
delivery delay can be reduced. The utilization of Xn interfaces
is illustrated in Fig. 8. If the cluster size is fixed, the utilization
of Xn interfaces increases almost linearly in relation to the load.
When the utilization of Xn interfaces exceeds 0.5, the waiting
time increases drastically and, consequently, the video deliv-
ery delay increases as well. Although our proposed DyMECC
provides low video delivery delay under different load intensi-
ties, its efficiency is more considerable in heavy loads. In fact,
DyMECC acts as a congestion avoidance mechanism to prevent
over-utilizing the capacity of Xn interfaces. Since the cluster size
is dynamically adjusted according to the load in DyMECC, when
the load is low, the cluster becomes large enough to efficiently
take advantage of the available capacity of Xn interfaces to
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Fig. 8. Utilization of Xn interfaces versus load.

Fig. 9. Probability of fetching the requested video from the original media
server versus load.

reduce the video delivery delay. Thus, in light load, the uti-
lization of Xn interfaces in DyMECC is higher than in fixed
algorithms. As the load increases, the utilization of Xn interfaces
in DyMECC decreases in comparison to the fixed algorithms due
to the mechanism of the congestion avoidance in DyMECC.

Fig. 9 shows the probability of fetching the requested video
from the original media server. In DyMECC, the requested video
is only rarely (below 20% of the time) received from the original
media server via the backhaul when the load is not heavy. When
the load becomes heavy and the clusters shrink, more videos
are received from the original media server. However, the video
delivery delay is still much lower than in the fixed algorithms.

To more effectively demonstrate the performance improve-
ment of our proposed DyMECC over existing methods, we
conduct a comparative analysis with various Fixed clustering
schemes that employ different fixed cluster sizes. As illustrated
in Fig. 10, the saturation point of the system corresponds to
the cluster size, which highlights the limit of the cluster service

Fig. 10. DyMECC versus different fixed cluster sizes.

Fig. 11. DyMECC versus different fixed cluster sizes under light load condi-
tion.

rate with respect to the aggregated arrival rate of the cluster. In
contrast, the congestion avoidance feature of DyMECC ensures
that the video delivery delay does not lead to a drastic increase,
and hence ensures smooth video streaming. The fixed clustering
schemes, which rely on predetermined cluster sizes, often face
limitations in terms of adaptability to varying load conditions. As
a result, the fixed clustering is not efficient in case of the network
congestion. This is shown in Fig. 10, where the saturation occurs
earlier for systems with larger fixed cluster sizes, leading to a
rapid deterioration in video delivery quality.

To facilitate the comparison of the performance of DyMECC
with various fixed clustering schemes under light load con-
ditions, we zoom a part of Fig. 10 for loads lower than 5
requests per second in Fig. 11. As depicted in Fig. 11, when
the cluster sizes are greater or smaller than the optimal cluster
size determined by the DyMECC algorithm (for example the
optimal cluster size of 49 for arrival rate of 2 video requests
per second, see Fig. 7), the video delivery delay is higher
than that observed when using the proposed DyMECC. This
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Fig. 12. Cluster size versus load under different cache sizes.

Fig. 13. Video delivery delay versus load under different cache sizes.

highlights the relation between the intracluster delay and the
cluster hit-ratio, emphasizing the importance of selecting an
appropriate cluster size for efficient video delivery. Moreover,
Fig. 11 shows that the video delivery delay for the cluster sizes
of 30 and 40 exceeds that of the cluster size of 5 when the load
reaches 5 requests per second. This observation further indicates
that larger cluster sizes tend to cause the system to saturate more
rapidly, leading to a deterioration in video delivery performance.
These results emphasize the benefits of the DyMECC algorithm
in determining an optimal cluster size that balances the intra-
cluster delay and cluster-hit ratio.

As discussed in Section V, the probability of finding the
video content in the MEC server, α, is one of the main fac-
tors in determining the cluster size in each interval. Having a
fixed number of videos in the video library, α is a function of
cache size. In Fig. 12, we demonstrate that the cluster size is
dynamically determined in our proposed method with respect

Fig. 14. Video delivery delay versus load under different video sizes.

to the cache size, under different loads. Smaller cache sizes
yield bigger clusters, because the cluster-hits smoothly increases
with the cluster size for the small cache sizes. Moreover, since
concurrent video deliveries within the cluster are limited by the
Xn interface capacity, when the load is high and the cache size is
large, the cluster size is shrunk. For example, when the load is 20
requests per second and the cache size is 2500 Mbits, each cluster
consists of seven MEC servers, whereas for the cache size of
500 Mbits, the cluster size becomes nine.

Furthermore, we investigate the effect of key parameters
(cache size, Zipf parameter, Xn interface capacity, and video
size) of the system on the video delivery delay in our proposed
DyMECC. In Fig. 13, we show that DyMECC keeps the video
delivery delay low in different configurations of cache sizes
even if the load increases. However, the minimum delay is
different in each case. The reason behind the sharp increase
in the video delivery delay for the cache size 500 Mbits and the
loads greater than 10 requests per second is that the demand for
using the communication interfaces within the cluster is beyond
the capacity of Xn interfaces.

In addition, the video size is one of the key parameters that
affects the video delivery delay. As shown in Fig. 14, larger
videos result in longer video delivery delays. For example, when
the video size is 200 Mbits, the Xn interfaces within the cluster
become quickly over-utilized if the load increases. As discussed
in Section III-B, to balance between the cluster-hit ratio and the
intracluster delay, DyMECC switches from |Mk|H to |Mk|L for
determining the cluster size (see Algorithm 1). This results in
a reduction of the video delivery delay. In fact, we sacrifice the
cluster-hit ratio to reduce the intracluster delay by dwindling
the cluster size aimed to minimize the video delivery delay (See
Figs. 6 and 7 at the same time).

We also analyze the effect of the Zipf parameter of the
distribution of the video requests on the video delivery delay
in Fig. 15. A higher Zipf parameter results in a lower video
delivery delay. This is because, for the higher values of the
Zipf parameter, especially for the values greater than one, the
distribution of video requests becomes closer to the uniform
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Fig. 15. Video delivery delay versus load under different Zipf parameters.

Fig. 16. Video delivery delay versus load under different Xn capacities

distribution. Additionally, a nearly sharp reduction in the video
delivery delay is observable while the load increases. The reason
is that during our proposed method of dynamic clustering, there
is a point at which the first reduction in cluster size occurs (e.g.,
from the cluster size of 49 to the cluster size of 34 for the load of
4 requests per second in our configuration, see Fig. 6) to prevent
the Xn interfaces to be overutilized.

Moreover, we delve deeper into the impact of Xn interface
capacity on the video delivery delay. As depicted in Fig. 16,
the performance of our proposed DyMECC algorithm improves
significantly as the capacity of the Xn interface increases. This
is an encouraging observation, as the development of high-
bandwidth Xn interfaces can further enhance the efficiency of
MEC server clustering for video content distribution. Addition-
ally, DyMECC can effectively accommodate the evergrowing
demand for higher video quality. For a capacity of 1 Gbps, the Xn
interface reaches close to its maximum utilization more quickly

compared to other values of Xn capacity. This can be attributed to
the fact that, with higher capacities, the queuing time for transfer-
ring video content within the cluster is significantly reduced. As
a result, the communication interfaces among the MEC servers
can handle more data without becoming congested, leading to
lower video delivery delays. This finding highlights the impor-
tance of incorporating high-capacity Xn interfaces in mobile
networks, as they enable more efficient MEC server clustering
and improve video content delivery performance. Furthermore,
this suggests that future mobile networks should continue to
invest in the development and deployment of advanced commu-
nication interfaces to accommodate the increasing demand for
high-quality video content and ensure seamless video delivery
to the end users.

VII. CONCLUSION

We have proposed a dynamic MEC server clustering scheme
to minimize the video delivery delay. DyMECC adopts
the cluster size based on the actual workload of video requests.
The simulation results prove that DyMECC outperforms the
existing fixed algorithms in terms of video delivery delay, espe-
cially when the arrival rate of video requests is high. DyMECC
reduces the video delivery delay by more than 15% over existing
fixed algorithms while prevents Xn interfaces to be saturated.

In future, we plan to extend our proposed DyMECC to take
into account the computational capacity of MEC servers, which
can be exploited for online video transcoding to dynamically de-
termine the cluster size. Moreover, we intend to adapt DyMECC
for scenarios that unmanned aerial vehicle-based cache-enabled
MEC servers provide video delivery services to the users.
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