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Abstract— With the advent of connected and autonomous
vehicles (CAVs), we observe a growing need for new resource
allocation solutions in mobile networks. Currently, most of
the resource allocation solutions for CAVs communication do
not consider the driving routes of the cars. In this paper,
we introduce joint vehicular route selection and radio and
computing resource allocation for CAVs. The proposed approach
is based on the graph search-based lexicographic A* algorithm
that minimizes the ratio of failed tasks along the entire vehicular
route considering the availability of both radio and computing
resources. To manage the allocation of resources among multiple
CAVs for each vehicular route, we develop a blockchain-
based framework allowing resource reservation by means of
nonfungible tokens (NFTs). Each NFT represents an exclusive
right to the required amount of radio and computing resources
for the given road segment and defined time interval. The
effectiveness of the proposed approach is demonstrated by
simulations showing that the proposed vehicular route selection
algorithm reduces the ratio of tasks not completed before the
deadline by up to 69% compared to the existing state-of-the-art
algorithms.

Index Terms— Resource allocation, vehicular edge computing,
mobile networks, connected vehicles, NFT, blockchain.

I. INTRODUCTION

THE Internet of Things (IoT) era has shifted the paradigm
of city development towards digitalization and novel

information services based on artificial intelligence (AI) and
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blockchain. One of the areas of most active development
is the automotive industry, which is rapidly transforming
towards connected and autonomous vehicles (CAVs). Such
CAVs typically contain various supplementary systems, such
as sensors, lidars, or global electronic assistance systems.
All these supplementary systems generate a massive amount
of data and heavily rely on vehicle-to-infrastructure (V2I)
communications. An additional complexity of CAV scenarios,
for example, autonomous driving, is that a significant
percentage of the data is transferred to an external cloud or
multi-access edge computing (MEC) servers [1]. By leveraging
MEC capabilities, CAVs are capable of increasing the
computation efficiency and reducing both, traffic congestion
and traffic accidents, respectively. However, despite the
availability of the large computational storages provisioned
in MEC as well as high-speed data links provided by fifth-
generation (5G) mobile network, the autonomous mobility of
CAVs remains still the critical challenge for the emerging
intelligent transportation systems [2], [3].

The 5G mobile network standards enable ultra-reliable low-
latency communications and network slicing to facilitate the
adoption of CAVs. The network slicing functionality allows
the radio resources of CAVs to be separated from those
of other users [4]. However, in addition to radio resource
allocation, the allocation of edge computing resources is also
vital to meet the low latency requirements of CAVs. Thus,
the optimization of radio and computing resources should be
considered jointly [5].

CAVs typically move over much larger distances than
pedestrians, and the allocated resources should be available
along the entire vehicular route of the trip. Thus, the main
problem studied in this paper is related to the vehicular routing
strategy for CAVs considering the reliability of network
connectivity and the availability of computing resources to
ensure low latency of computing task processing. The most
basic solution for the navigation of vehicles is the selection
of the fastest possible route (FPR) [6]. The FPR approach
selects the fastest vehicular route between specified origin
and destination points based solely on the conventional Global
Positioning System (GPS). Navigation systems based on this
approach often consider additional parameters, such as traffic
jams, speed limits and overall road conditions. However, while
FPR selection can be optimal from the perspective of driving
time, it is not always good from the perspective of wireless
connectivity or computing resource availability, which may be
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essential for the autonomous driving scenario. Under certain
conditions, the vehicle may require essential information from
the surrounding environment to ensure a safe and comfortable
trip.

Thus, there is a critical need to propose a scalable routing
algorithm that addresses the joint optimization of radio and
computing resources to ensure the seamless generation of
various service requests by CAVs in the MEC environment [7].
In addition, the route selection mechanism must be designed
such that the route prolongation of the CAVs falls within a
specific acceptable threshold. Decentralized solutions are of
prominent interest considering the presence of a large number
of CAVs and their high mobility, which could impose high
time and memory requirements on the typical centralized
solutions presented in, e.g. [8] and [9].

To fill this research gap, in this paper, we propose a novel
blockchain-based framework for vehicular route selection.
Unlike related works, we consider jointly the end-to-end
radio and computing resource availability. The motivation for
blockchain implementation is the distributed ledger, which
provides decentralized trust and secure interaction without any
central authority. In the context of resource sharing, we use
blockchain to track the corresponding gNodeB (gNB) resource
allocation agreements of the gNBs and to ensure that each
CAV experiences the expected quality of service (QoS). This
is achieved by means of nonfungible tokens (NFTs), which
are linked to the reservation of the radio and computing
resources of the gNBs. The main contributions of this paper
are summarized as follows:

1) We propose a novel vehicular route selection algorithm
for CAVs based on the A* search algorithm with
a modified heuristic function to minimize the ratio
of failed computing tasks in the autonomous driving
scenario by considering the availability of both radio and
computing resources along the entire vehicular route.

2) We develop a blockchain-based framework for joint
radio and computing resource allocation and NFT-based
reservation of radio and computing resources over the
whole journey of CAVs.

3) We demonstrate that the proposed vehicular route
selection strategy significantly outperforms the state-of-
the-art solutions in terms of the failed computing task
ratio and paves the way for the deployment of CAV in
the future.

In summary, we provide the novel application of the A* graph
search algorithm to determine the CAV route selection in the
autonomous driving scenario, where the aim is to minimize
the number of tasks not completed before the deadline. The
route selection is determined based on the available radio
and computing resources in the individual road segments,
which are in turn reserved for the particular CAV by issuing
NFTs over the blockchain platform. Consequently, when CAV
reaches the target road segment, it can use the pre-allocated
radio and computing resources, resulting in a decrease in the
failed task ratio compared to the state-of-the-art works.

The remainder of this paper is organized as follows.
Section II provides some background and an overview of
related works on MEC-based vehicular communications,
blockchain and vehicular routing mechanisms. Section III

introduces the system model considered in this paper.
Section IV presents a detailed explanation of the proposed
joint vehicular route selection and resource allocation
algorithm. Section V discusses the simulation and performance
evaluation of the proposed approach in comparison to state-of-
the-art solutions. We conclude our paper by suggesting some
general directions for further research in Section VI.

II. BACKGROUND AND RELATED WORK

In this section, we provide some background and an
overview of related works on vehicular communications
based on MEC, blockchain applications in vehicular MEC
networks and vehicular routing mechanisms leveraging
MEC.

A. MEC in a Vehicular Environment

The computational part of vehicular services plays a crucial
role in the overall user experience. Most advanced applications
of CAVs require significant amounts of data processing,
caching and storage, which should be instantly available on the
fly to ensure a comfortable and safe driving experience while
avoiding traffic accidents. Although critical data are processed
locally, each CAV requires additional data processing at
neighbouring edge servers, which can solve more complex but
less urgent tasks [10]. Therefore, MEC is seen as a key enabler
of edge intelligence and low-latency computing capabilities for
CAVs. The authors of [11] propose an algorithm for computing
resource allocation in MEC under decoupled latency/resource
constraints. The authors leverage particle swarm optimization
to solve the unconstrained optimization problem. In [12],
a collaborative virtual MEC framework formed by a cluster
of CAVs is presented that takes advantage of the determined
CAVs’ mobility. However, only the computing capabilities of
the virtual MEC framework are analysed while excluding the
radio part from the scope of the analysis. In [13], the authors
propose a heuristic adaptive radio resource allocation strategy
for computation offloading. The authors focus primarily on the
radio resource allocation strategy considering various levels
of CAV mobility. A task scheduling pricing model in a
collaborative MEC framework based on the application of
contract theory and prospect theory is developed in [14].
Finally, a complex techno-economic cost analysis of MEC
deployment aiming to provide full network coverage for
CAVs is presented in [15]. All these papers demonstrate the
effectiveness of MEC for CAVs. However, none of these works
leverages MEC for advanced CAV route selection, and the role
of the mobility patterns of the CAVs is limited; they serve only
as the internal stimuli for the dynamic resource scheduling of
radio and/or computing resources.

B. Blockchain-Empowered V2I Solutions

Blockchain allows the decentralized transfer of value in a
secure and mutually trusted way [16]. Such features make
blockchain an attractive solution for improving the security
and transparency of V2I by deploying a distributed ledger and
smart contracts. Blockchain can also be adopted for any type
of secure data management and exchange in V2I systems.
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For example, blockchain can support trusted data exchange
between CAVs and the MEC layer. The authors of [17]
propose a blockchain platform for secure data processing
addressing various challenges, including CAV mobility and
abruptly changing mobility patterns.

The concept is further extended in [18] by incorporating
optimization of the radio resources for the blockchain
application using reinforcement learning (RL) and treating
the optimization process as a multiarmed bandit problem.
A novel trust management system based on blockchain for
the cooperative verification and storage of sensitive data with
the help of MEC is further presented in [19]. From the
MEC perspective, blockchain technology can ensure that the
data shared by CAVs are legitimate and that each CAV has
corresponding permissions to access the computing resources
of MEC servers [20], [21]. Finally, from the communication
point of view, blockchain can be applied for radio resource
sharing, mobility management and the establishment of
service level agreements (SLAs) between network operators
and CAVs [22], [23]. Although the approach proposed in
this paper could be integrated even via third-party product
(3PP) applications such as conventional distributed databases,
as proposed in [6], there are certain advantages in favour of
blockchain. We simultaneously utilize multiple advantages of
blockchain as considered in the aforementioned works, as will
be revealed in greater detail later in the text.

C. Vehicular Routing and Resource Allocation

Despite the large variety of different solutions for resource
allocation in MEC networks, as presented above, most works
focusing on the integration of MEC with CAVs consider
dynamic resource management as a problem of network
adaptation to CAV mobility. In contrast, in our paper,
we consider the problem from the CAV side, and we adapt
the vehicular routing decisions to the dynamic load variations
of the gNBs. In regard to vehicular routing/navigation, the
authors of [24] propose a specific mechanism for CAV
navigation by means of a low earth orbit (LEO) satellite
constellation network to decrease the load pressure on the
ground infrastructure. However, this approach can impose
additional requirements on the latency. A centralized scheme
allowing a hybrid automated planning approach for CAVs is
proposed in [25]. The main goal is to prevent congestion.
To this end, the network controller balances the traffic in
a certain region. Nevertheless, the authors do not address
the microscopic attributes of the network in terms of the
individual service requests of the CAVs. The work of [24]
is further extended in [9], where MEC is considered for
traffic route planning and traffic signal planning by leveraging
a replicator dynamics model. A signal-to-interference-plus-
noise ratio (SINR) quality-based centralized vehicular route
selection algorithm (SQRSA) is proposed in [8]. SQRSA
selects the vehicular route based on the most feasible SINR
map. The long-term average SINR fingerprints for each road
segment are stored in a centralized database controller and
updated regularly. The vehicular network-aware route selection
algorithm (VaRSA) presented in [6] further extends SQRSA
with awareness of radio resource availability during driving.

Finally, integrated route planning and resource allocation
respecting the individual CAV service requests in the MEC
context is discussed in [26]. The authors design an offloading
policy that minimizes the total service delay. For this purpose,
the authors propose interconnected large-scale and small-
scale optimization frameworks based on the identification of
the Nash equilibrium (NE) for the cost-efficient allocation
of radio and computing resources to the CAVs. However,
NE identification could be impractical in real use cases, as it
requires a priori knowledge of the best response dynamics of
the other interacting CAVs.

None of the presented works can ensure continuous service
availability in cases of variable network loads and possible
congestion of the radio or computing resources. Moreover,
to the best of our knowledge, there is currently no solution for
vehicular route selection that jointly considers the availability
of radio and computing resources to guarantee the end-to-
end quality of computing-related services that are essential to
the CAVs. In turn, state-of-the-art works still show significant
performance gaps in terms of the packet loss ratio and
latency, which limit the deployment of CAVs for autonomous
driving scenarios. In contrast to the related works, we jointly
optimize the radio and computing resource availability in a
decentralized manner via blockchain to deliver reliable end-
to-end performance in terms of a low failed task ratio while
prolonging the travel route only negligibly. The proposed
framework paves the way for further advancements in the
autonomous mobility domain via the provisioning of a more
reliable and scalable routing for CAVs.

III. SYSTEM MODEL

In this section, we describe the overall model of the
investigated system, including the communication, computing,
and latency models, which represent the end-to-end QoS. All
mathematical notations used for system model description are
defined in Table I. The overall scenario of resource allocation
among autonomous CAVs is illustrated in Fig. 1.

We focus on autonomous driving based on V2I communi-
cation and computing services. We consider NCAV CAVs and
NgNB gNBs in the system. Each gNB is collocated with one
MEC server; hence, there are also NgNB servers. As the gNBs
and servers are tightly integrated, we will refer to the gNBs as
the entities that perform the task processing for conciseness.
The communication data rate for offloading a task between the
u-th CAV and the s-th gNB is calculated as

Ru,s(t) = βu(t)ρu(t) fs(t)
⌈ NRB

NCAV,s(t)

⌉
, (1)

where βu(t) represents the number of bits per symbol, fs(t)
is the current symbol rate, ρu(t) is the code rate, NRB denotes
the total number of resource blocks (RBs) at the s-th gNB,
and NCAV,s(t) represents the number of CAVs associated with
the s-th gNB at time t . The SINR at time t is mapped to
the modulation and coding scheme (MCS) to determine the
specific values of βu and ρu in line with [27].

We assume the transmission of high data volumes between
the CAVs and gNBs in the uplink direction, whereas the
computing output is small in size, so the transmission delay for
feedback in the downlink direction is negligible [28]. Hence,
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TABLE I
TABLE OF MAIN NOTATIONS USED

the total time ttotal,i for offloading the i-th task, encompassing
the communication and processing time, is defined as

ttotal,i = tuplink,i + tprocess,i , (2)

where tuplink,i and tprocess,i represent the delay due to uplink
communication from the CAV to the MEC server for the i-th
task and the processing time of the i-th task at the MEC server,
respectively. These individual task latencies are calculated as

tuplink,i,s = Di/Ru,s(t),
tprocess,i,s = Ii/Ir,CPU,s, (3)

where Di denotes the size of the i-th task as transmitted
in the uplink direction, measured in megabytes (MB); Ii
is the instruction count of task i , measured in millions of
instructions (MI); and Ir,C PU,s characterizes the available CPU
resources at the associated s-th gNB, which processes the i-
th task, in terms of the computing rate in instructions per
second (IPS). Note that we do not include the route planning
and corresponding blockchain transactions to the total time
ttotal,i , as the planning process is executed offline prior to the
CAV departure. In addition, we neglect the waiting time that
is necessary for the complete proposed solution during the
planning stage before departure, since it is not related to the
investigated performance metrics and route selection and this
time is only in order of milliseconds.

A task is considered successfully solved by the network if
the computing result is returned to the CAV within the deadline
tdeadline,i , i.e., if

ttotal,i <= tdeadline,i . (4)

We define the failed task ratio metric to quantify the
proportion of tasks for which the latency constraint (4) is not
satisfied as

MFT =
NFT

NGT
, (5)

where NFT is the number of tasks that fail to be processed
within the latency constraint and NGT is the total number of
generated tasks.

IV. PROPOSED JOINT VEHICULAR ROUTE SELECTION
AND RESOURCE ALLOCATION ALGORITHM

This section formulates the objective function of the
considered multiobjective optimization problem and the
constraints imposed during optimization. This is followed by a
description of the key properties of the proposed blockchain-
based solution and a description of the NFT structure. Then,
we explain the main components of our proposed vehicular
route selection algorithm based on the A* search algorithm
while also considering resource allocation aspects. Finally,
we describe the resource reservation management mechanism
and the key benefits of the blockchain and NFT technology
used for this task.

A. Formulation of the Joint Optimization Problem

Our aim is to minimize the failed task ratio MFT and
the total traversal time of the vehicular route chosen by a
given autonomous CAV. Thus, we formulate the following
multiobjective optimization problem, which is composed of
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Fig. 1. System model of gNB resource allocation utilizing blockchain. The
red hexagonal NFT pictograms jointly denote the graph vertices determining
CAV positions (i.e., road segments) and the specific time-varying weights of
the associated graph edges. Each weight value is a composite cost consisting
of the number of failed tasks for the given route segment, the number of RBs
nRB, and the vehicular route length. NFTmissing is 0 (depicted as a coloured
route segment) or 1 (depicted as an empty route segment) depending on gNB
resource availability, and nRB is represented as the number inside the hexagon.

two parts:

P1 : min
NCAV,Di ,Ir,i ,Pt, ft

(
MFT,

∑
σ∈CAND_seg

|σ |/v

)
s.t.: C1 :

∑
i

nRB,i α(i, s, k) ≤ NRB,

C2 :
∑

i

Ii α(i, s, k) ≤ Ir,CPU,

C3 :
∑

σ∈CAND_seg

|σ |/v

≤ (
∑

σ∈FPR_seg

|σ |/v) ∗ tcoef, (6)

where σ and |σ | denote a road segment and its length,
respectively; CAND_seg and FPR_seg represent the candidate
set of all route segments and the segments determined via the
FPR approach, respectively; v denotes the CAV velocity; and
α(i, s, t) returns a value of 1 if the i-th task is associated with
the s-th gNB at time t and a value of 0 otherwise.

The solution obtained through the optimization process is
subject to the following constraints. C1 limits the number of
RBs that can be requested by all tasks at a given time t to the
total number of RBs available at the gNB. C2 constrains the
total computing rate requested by all tasks at a given gNB at
time t to the total computing rate provided by the gNB.

C3 upper bounds the total traversal time of the vehicular
route chosen by the autonomous CAV to the FPR time
multiplied by the coefficient tcoef, representing the maximum
traversal time prolongation tolerated by the CAV. This
parameter reflects the willingness of the passengers travelling
in the CAV to trade off a longer route traversal duration for
a higher service quality. This preference may be provided by

the passengers in advance and treated as one of the known
parameters of the CAV.

The defined multiobjective optimization problem includes
two parts with different priorities. A feasible solution to this
specific optimization problem can be derived via lexicographic
optimization, inspired by the A* search algorithm, as shown
later in subsection IV-C.

B. Blockchain as a Core Component

A platform implementing resource allocation should be
simultaneously reliable, trustworthy, fast, and transparent.
Therefore, public blockchain is chosen as the fundamental
technological basis of the proposed solution allowing any
CAV to join and use the platform with no restrictions after
free registration. The utilization of blockchain causes the
platform to be decentralized in nature; hence, the reliability
and availability of services are increased, as the platform
does not rely on a limited set of centralized infrastructure
nodes. Of course, a decentralized approach provides resilience
and solves the problem of unintentional centralized failure
even without blockchain. However, without blockchain,
such a decentralized approach would create a large and
weakly protected attack surface. As shown in recent studies
[29], [30], [31], the computing requirements of blockchain
implementation and vehicular network optimization can be
fulfilled by the MEC resources collocated with the gNBs,
acting as ledger maintainers and transaction verifiers in our
concept. Blockchain mitigates security risks such as gNB
impersonation [30], denial of service (DoS)/distributed denial
of service (DDoS) attacks [32], double spending and data
forgery, providing a strong guarantee of accountability [33].

In accordance with the properties of the relevant resources
and the nature of their utilization, NFTs are used to store
the allocation details and to prove ownership. NFTs were
introduced in the ERC-721 standard to provide the feature
of uniqueness [34], which is not present in traditional
cryptocurrencies, meaning that one NFT is not equivalent to
any other NFT [35]. By exploiting this feature, we represent
the joint gNB radio and computing resources required by the
CAVs at each timestamp as tradable tokens in the digital
blockchain ecosystem. These tokens can be purchased by
CAVs in advance to ensure the required QoS and avoid
outages. To prevent forging attacks, each NFT is signed by
the gNB at the time of minting. Only tasks of CAVs with
valid associated NFTs are guaranteed to be solved within the
required time. The ownership of these digital assets bound to
real-world gNB resources can be easily transferred via a free
market.

Fig. 2 illustrates the relationships among all building blocks
of the proposed concept. The interactions between autonomous
CAVs and gNBs that are related to resource allocation
are handled by means of smart contracts [36] within the
blockchain. The tampering resilience and transparency of the
gNB resource reservations stored in the distributed ledger in
the form of NFTs are critical for both vehicular route planning
and resource utilization.

NFTs play a significant role in our approach, enabling
secure and tractable decentralized scheduling of gNB resource
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Fig. 2. Overview of decentralized resource allocation with a blockchain core.

allocation. Each NFT necessarily contains a tuple of key
parameters describing the resource reservation details:

NFT = (treq, trel, nRB,i , Ii ), (7)

where treq is the timestamp indicating when the resources of
the gNB should be reserved for a given CAV’s task and trel
is the timestamp at which the gNB resources can be released.
The underlying process of computing the NFT tuple values is
described in the following sections.

The defined NFT structure possesses several key features.
On the one hand, making treq and trel flexible allows us to
cope with time offsets on a time scale of milliseconds/seconds
that can arise due to unpredictable situations in traffic. The
CAV can flexibly adjust this time interval to accommodate
small-scale time variations to enable instantaneous radio and
computing services on a given route segment. On the other
hand, when large disruptions in traffic occur and the CAV is
unable to reach the target route destination with the reserved
NFTs, the CAV can sell its NFT property to another network
entity that can utilize it in the given segment and time interval.
The blockchain network acts as the intermediary for such
NFT exchange, allowing changes in NFT ownership between
CAVs and other network entities. By leveraging this feature,
we can further enhance the utilization efficiency of the radio
and computing resources. However, we leave the consideration
of the network economy of such an ecosystem to our future
research, and we do not integrate it into our currently proposed
solution to avoid losing focus on the topic at hand.

C. Proposed Joint Vehicular Route and Resource Selection
Algorithm

To select vehicular routes and allocate radio and computing
resources to the CAVs along their individual routes,
we develop a solution inspired by the A* routing algorithm.
The generic A* algorithm for route selection while minimizing
route cost is well established. We choose the lexicographic
form of the A* algorithm to avoid unnecessary tuning of the
multiobjective tradeoffs since we determine the priority of the
multiple metrics to be optimized in advance. By avoiding

a search through unnecessary tradeoffs, the lexicographic
approach also decreases computational complexity [37], [38].

The algorithm operates on a graph structure G, which
consists of graph edges E(G), in our case representing the
costs associated with the route segments, and graph vertices
V (G) = v1, . . . , vn , corresponding to discrete vehicular
route locations forming the endpoints of the route segments;
accordingly, E(G) = {{v1, v2}, . . . {vn−1, vn}}. The algorithm
searches for the path in the graph with the lowest cumulative
cost by expanding the vertices V (G). To effectively guide the
search through the graph, a cost function should be defined to
estimate the total cost of a candidate path through the graph
by summing the known edge weights of the explored segments
of the candidate path with a heuristically estimated cumulative
edge weight of the unexplored segments of the candidate path.
Hence, the cost function f (vi ), representing the total estimated
path cost of a candidate path passing through a particular vi ,
is formulated as

f (vi ) = g(vi )+ h(vi ), (8)

where g(vi ) is the real cumulative cost of the candidate path
from the graph vertex vorig corresponding to the route origin
to the i-th vertex vi and h(vi ) is a heuristic function returning
an estimate of the candidate path cost from the given vi to the
graph vertex vdestin corresponding to the route destination.

The cost function g(.) constitutes the real cost of the
candidate path from vorig to vi in the form of a triplet:

g(vi ) : (CCNFT_missing, CCRB, DO), (9)

where CCNFT_missing =
∑

σ∈CAND_seg_vi
NFTmissing,σ is the

cumulative cost of missing NFTs from vorig to the actual
vi , with CAND_seg_vi denoting the subset of CAND_seg
consisting only of vertices vorig to vi and NFTmissing,σ denoting
the NFTmissing value for σ , i.e., the number of NFT-requested
tasks that will not be computed and transmitted back to
the CAV in time before tdeadline has passed; CCRB =∑

σ∈CAND_seg_vi
nRB,σ is the total number of reserved RBs

along the given vehicular route, with nRB,σ being the nRB
value for σ ; and DO is the total vehicular route length from
vorig to the given vi (expressed in metres).

CCNFT_missing is included in the triplet, because it is one of
the two key metrics considered for multiobjective optimization
in this work. The reason for the inclusion of CCRB in this
triplet is the preference for vehicular routes that use radio
resources economically. To further improve the economical
use of RBs and the optimization results of our approach, the
CAV is associated in a nongreedy way with the gNB that
enables the CAV to fulfil tdeadline,i with the minimal number
of RBs in each specific vehicular route segment. The proposed
nongreedy gNB association mechanism is described in detail
in subsection IV-D below. The last metric, DO , is commonly
considered in conventional applications of the A* algorithm
for user/vehicle navigation.

The cost triplets of the cost function g(.) are ordered
lexicographically; i.e., if two triplets have n identical leftmost
metric values, then the (n + 1)-th metric serves as the tie-
breaker. This property naturally gives the highest priority
to the optimization of the leftmost metric in such a triplet,
with decreasing importance of the subsequent metrics. In our
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Fig. 3. Activity diagram of proposed approach based on the application of
the lexicographic A* algorithm. Note that detailed interaction flow between
CAV and blockchain platform (yellow note) is given in Fig. 4.

case, the highest priority in the metric tuple is assigned to
CCNFT_missing, as this metric guarantees QoS improvement as
expressed in terms of MFT . The lowest priority is assigned to
DO, and its tradeoff with the other metrics in the cost tuple is
bounded by constraint C3 in (6).

The heuristic function h(.) in a common A* search is
typically a relaxation of the function g(.) to balance the
tradeoff between the number of h(.) function calls and
its computational complexity. The number of h(.) function
calls increases with an increasing degree of relaxation,
as the quality of the route cost approximation decreases and
finding the optimal route requires a more extensive search.
Hence, for computing the heuristic function h(.), we use a
relaxed problem that fulfils the admissibility and consistency
requirements for the optimality of the A* graph search. To this
end, we define the heuristic function h(.) based on g(.), but
with the two leftmost metrics set to zero, as follows:

h(vi ) : (0, 0, DH(vi )), (10)

where DH is the distance estimate between the given vi and
vdestin.

The flowchart of the proposed approach is given in
Fig. 3. The flowchart illustrates the process of road segment
determination based on the proposed vehicular route and
resource selection algorithm. Note that detailed interaction
flow between CAV and blockchain platform is presented later
in Fig. 4.

D. gNB Association and Resource Allocation Mechanism
Alg. 1 describes the gNB association and resource allocation

mechanism applied to assign resources to the i-th task of CAV

u located in route segment σ in time interval < treq, trel >.
The required computing resources of the gNB are calculated
for the i-th task as the first step of the algorithm (line 1) based
on a predetermined fraction of time required for processing,
tprocess,i , which is found as one of the hyperparameters.
This hyperparameter is found through grid search [39]. The
algorithm iterates through all gNBs (line 2) and chooses
the CAV–gNB association that is able to fulfil the task
requirements with the fewest RBs while also fulfilling the
computing resource requirements. A Boolean value expressing
whether the given j-th gNB fulfils the minimal task computing
and radio requirements for the i-th task at time t is stored
in the res_avail variable, which is used in the condition on
line 3. In each search iteration, a reference to the gNB that
can fulfil the task requirements with the fewest required RBs
among all gNBs considered thus far is stored in best_gNB
variable (line 6). Thus, this variable indicates the gNB with
the absolute minimum number of RBs once the algorithm has
iterated through all gNBs. The min_RB variable (line 4) stores
the corresponding number of RBs provided by best_gNB. The
algorithm thus assigns the specific most suitable gNB based on
the fewest gNB resources that should be allocated to solve the
CAV’s requested task. These resources include Ii , provided
by this gNB as the computing resources allocated for the
i-th task, and n_RBi , as the allocated radio resources. The
gNB that is able to fulfil these task requirements in the most
economical manner is associated with the CAV requesting the
given task, and its gNB resources are allocated to this CAV
for the necessary time interval.

To sum up the functionality of Alg. 1 from its input / output
perspective, function gNBAllocation gets the list of indepen-
dent arguments consisting of NgNB, u, i, treq, trel, tprocess,i , σ ∈

AR_seg as its input. These represent system configuration,
CAV requirements and serve for the calculation of NFT and
association tuples as function output, to represent recom-
mended resource allocation and association. Constituents of
NFT tuple were already described in (7), association tuple
contains u and best_gNBi,k .

E. Network Resource Reservation Based on NFTs
Each CAV performs a separate optimization of (6) to

determine the individual CAV paths, and thus, the CAVs
collectively optimize the distribution of the gNBs’ resources
by leveraging the nongreedy resource allocation mechanism
presented in Alg. 1. Note that a strictly nongreedy approach is
an essential enabler of individual noncoordinated optimization
by each CAV. Without the assumption of nongreediness, the
noncoordinated actions of individual CAVs would mutually
degrade the overall average QoS. The crucial role of
blockchain is that it helps such a decentralized system control
and coordinate resource utilization so as to fulfil constraints
C1 and C2, since both nRB,i and Ii appear in the NFT
tokens and thus limit the decentralized agreement on the
planned use of resources only up to the resource limits of
the individual gNBs. The blockchain mechanism also solves
potential conflicts between concurrent resource requests and
ensures the correct mapping of the limited gNB resources to
CAVs in such cases. In addition, the blockchain mechanism
guarantees gNB resource reservation, allowing collaborative
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resource use planning. Thus, there is a coordinated guarantee
of MFT target achievement.

The process of decentralized resource allocation using the
proposed blockchain-based platform is visualized in Fig. 4.
Upon initialization, the AI-based vehicular route planning
service running in each CAV searches for the optimal path
to the desired route destination using the proposed A* variant
based on the total route cost. During graph traversal by the A*
algorithm, the resource availability of the corresponding gNBs
is checked and booked for future utilization. Allocation of the
gNB resources is executed in advance for the whole vehicular
route. During the planning and allocation of the necessary
available gNB resources, resources are reserved by minting
NFTs that prove ownership of the given assets. After the
optimal vehicular route is found, the vehicular route planning
service returns the vehicular route segments coupled with the
obtained required NFTs. Note that the entire planning process
is executed offline, prior to the CAV departure and thus, it does
not prolong the task offloading time or other performance-
related metrics. In addition, due to the offline processing
nature, the energy efficiency of the proposed approach differs
only marginally from the current state-of-the-art methods
(SQRSA and VARSA) as all communication-related aspects of
CAV (radio and computing resource provisioning, signalling,
etc.) remains identical during CAV travelling.

F. Computational Complexity

Now we will consider the computational complexity of
our approach, by comparison with the plain A* algorithm,
taking into account our modifications to its h(.) and g(.)

functions. The worst case time complexity of plain A*
algorithm searching path in a graph with average branching
factor b and graph depth d is O(bd) [40].

The heuristic function h(.) that calculates the distance
between vi and vdestin adds only a constant computation
load and, thus, it can be neglected. Function g(.) also adds
constant computational load corresponding to obtaining both
CCNFT_missing and CCRB through information from SINR
map values and information about unassigned gNB resources.
These are part of the algorithm input for each CAV. Since the
complexity of both functions h(.) and g(.) is negligible, the
overall computation complexity of our algorithm is equal to
that of the plain A* algorithm, as all of our extensions are still
computationally dominated by O(bd) term.

To obtain a good estimate of algorithm runtimes in practice,
that are not immediately apparent from its asymptotic com-
plexity analysis, characteristics of typical problem instances
should be considered. The average branching factor of a road
network divided into a large number of segments is low, close
to a value of 1, as most of the segments are not adjacent to
any intersection. Runtime can be also further influenced by a
suitable choice of considered graph depth d.

V. SIMULATION RESULTS

We conduct Monte Carlo simulations to assess the
performance of the proposed method. We vary the key
parameters of the model to provide a general overview of the
method’s performance, including the task instruction count Ii ,

Algorithm 1 CAV–gNB Association and Allocation of
Radio and Computing Resources
Function
gNBAllocation(NgNB, u, i, treq, trel, tprocess,i , σ ∈ AR_seg)
is

/* computing resource (Ii) allocation

*/
1 Ii ← Ir,CPU ∗ tprocess,i

si ze← Di
best_gNB← None

n_RBi ← 0
min_RB ←∞
k ← ⌊treq/1tproc⌋

2 for j ∈ {1 . . . NgNB} do
t ← treq
temp_RBi ← ⌈(si ze/tuplink)/(βu(t)ρu(t) fs(t))⌉
res_avail ← check_resources(gNB j )

lowest_RB ← temp_RBi < min_RB
3 if res_avail and lowest_RB then
4 min_RB ← temp_RBi

/* definitive number of radio
resources n_RBi allocated
after all cycle iterations

*/
5 n_RBi ← min_RB
6 best_gNBi,k ← gNB j

NFT ← (treq, trel, nRB,i , Ii )
association ← (u, best_gNBi,k)
return NFT, association;

the task size Di , the number of gNBs NgNB, the available
frequency spectrum NRB, and the number of CAVs NCAV.
We consider a grid road topology with a size of 4.2 km2. This
choice of topology allows us to use the Manhattan distance
as the heuristic function h(.). Note that in the considered grid
road topology model, the gNBs are located relatively close to
the roadsides. In turn, gNBs are capable of taking over some
of the tasks associated with autonomous driving, which are
commonly handled by roadside units (RSUs). Such setup of
the collocation of gNB and RSU features is already discussed,
for example in [41].

The performance results of our proposed approach are
obtained using simulation code that we have made available
in an online GitHub repository.1

The key model parameters adopted in the simulation
configuration are given in Table II. In addition, the considered
simulation area is illustrated in Fig. 5.

1The model simulation code, including variations for the baseline methods,
is available in the GitHub repository at https://github.com/AdamPetik/bc-
autonomous-cars
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Fig. 4. Sequence diagram of the proposed blockchain-based resource allocation workflow. The CAV chooses among gNBs to manage its radio and computing
requirements throughout the route planning process.

Fig. 5. Considered simulation area.

A. Baseline Vehicular Route Selection Scenarios

To assess the performance of the proposed method,
we also apply three state-of-the-art methods for vehicular route
selection and compare the results.
• FPR algorithm: selects the fastest vehicular route

available to a given CAV to reach the route destination
from its current location. It resembles typical vehicular
route selection based on the GPS navigation system
equipped on a CAV.

• SQRSA [8]: selects the vehicular route based on the
available SINRs in individual vehicular route segments.
The quality of the vehicular route selected in SQRSA
is judged by the number of vehicular route segments
that are not covered by a signal with a sufficient
SINR (determined using the fixed lower threshold
thSINR < 5 dB).

• VaRSA [6]: extends SQRSA, with the main difference
being its additional awareness of gNB radio resource
capacity.

TABLE II
SIMULATION SETTINGS

B. Blockchain Application

To analyse the feasibility of the proposed blockchain-based
framework relying on NFTs, we utilize a testnet based on
the Ethereum blockchain. From a series of experiments, it is
concluded that the proposed approach is technically (in the
sense of smart contract/NFT deployment) applicable to the
investigated CAV use case in the case of a self-customized
Ethereum testnet. However, considering the massive number
of CAVs that are expected to be in operation in the future,
the platform’s speed and latency need to be addressed prior
to practical deployment. From the comparison of various
blockchains given in Table III, it is evident that some widely
popular solutions, such as the tested Ethereum blockchain as
well as Peercoin or Hyperledger, could be easily overwhelmed
by the number of transactions generated by the CAVs in the
case of wide-scale implementation, thus limiting the practical
applicability of our approach.

A number of distributed blockchain consensus algorithms
have been proposed [42], each with a particular set
of advantages and disadvantages. Although the Ethereum
blockchain (with a proof-of-work consensus algorithm) is
considered in our simulator due to the availability of a flexible
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TABLE III

COMPARISON OF CONSENSUS ALGORITHMS/BLOCKCHAINS [42], [45]

testnet, for practical deployment, we suggest using a faster
blockchain infrastructure with support for smart contracts
and NFTs, such as Ethereum 2.0 (proof-of-stake), Cosmos
(delegated proof-of-stake) or FLETA (proof-of-formulation),
considering the unique tradeoff between transaction time,
security and scalability. It is also worth mentioning that the
service and transaction costs of the deployed blockchain-based
resource allocation algorithm are highly dependent on the
selected blockchain infrastructure, its configuration and the
underlying hardware [19].

To further improve future performance and reduce the
platform latency, the utilization of blockchain sharding [43]
appears to be a viable option in our case. This approach
can be used to overcome the scalability limitations of
current blockchain solutions, significantly reducing the
communication overhead while maintaining the robustness and
high security [44]. In contrast to the standard approach, gNBs
utilizing the aforementioned sharding method are not required
to maintain a full updated copy of the ledger. Instead, the gNBs
are assigned to smaller groups maintaining disjoint ledgers.
In our case, the formation of different groups to handle the
transactions in individual cities or city districts emerges as a
viable option.

C. Ratio of Failed Tasks to All Generated Tasks

We vary the available bandwidth, the number of CAVs
and gNBs in Fig. 6a–6c. As the number of CAVs increases,
the computing and communication requirements rise as well,
resulting in an increase in MFT. Fig. 6a–6c reveal that
the proposed approach tends to outperform all investigated
baseline methods. The relative improvements are even more
significant with the increasing number of gNBs. We consider
the presence of 20 and 30 gNBs in the simulations plotted in
Fig. 6a, 6b and 6c. In Fig. 6a (20 gNBs, 2000 RBs), in the

case of 60 CAVs in the simulation, the proposed approach
reduces MFT by 0.04 compared to VaRSA and provides higher
gains compared to the other approaches. In addition, the
performance differences are of greater interest for 120 CAVs as
the proposed approach delivers even higher performance gains
compared to the baselines. Fig. 6b (20 gNBs, 4000 RBs) shows
similar performance between the proposed approach and the
baseline methods, and the differences increase again with an
increasing number of CAVs. The SQRSA and FPR curves
behave very similarly, and both are significantly outperformed
by both VaRSA and the proposed approach. However, the
proposed approach also further outperforms VaRSA, achieving
MFT = 0.13 for the scenario with 120 CAVs. This is a
31% improvement over VaRSA and a 45% improvement over
SQRSA in relative terms. Fig. 6c (30 gNBs, 4000 RBs)
shows performance difference trends in favour of our approach
similar to those observed in Fig. 6b. The proposed approach
achieves MFT improvements of up to 0.05 compared to
VaRSA and 0.11 compared to SQRSA, which are even more
significant in relative terms (50% and 69%, respectively) than
the improvements observed in the previous case.

We can draw multiple comprehensive conclusions from
these three figures. First, the relative order of algorithm
performance is preserved in all three figures. Additionally,
the change in RB count from 2000 to 4000 is associated
with less significant differences than the change in gNB count
from 20 to 30 gNBs with a fixed RB count of 4000 RBs.
Finally, we observe that increasing the CAV count leads
to larger relative MFT performance differences between the
proposed algorithm and baseline algorithms.

Fig. 7a–7c demonstrate a dependency of MFT on the number
of gNBs (NgN B) for different CAV and RB counts. The
proposed approach reduces the number of gNBs in order to
reach the target MFT . For example, in Fig. 7c, the proposed
approach requires NgN B = 16 to reach the MFT = 0.1, while
VaRSA requires NgN B = 20 (20% decrease in the number of
required NgN B introduced by the proposal relative to VaRSA)
and the other baseline algorithms are not capable to deliver
such low MFT. This fact is of special importance for the
operators, as it allows them to reduce substantially the capital
expenditures (CapEx) and operating expenses (OpEx).

Finally, the dependence of MFT on the task size Di and the
task instruction count measured in MI is shown in Fig. 8a–8c.
MFT obviously increases with an increasing task size Di . It can
be observed that the proposed approach mostly provides larger
performance gains than the other three baseline methods. For
example, in Fig. 8c we can observe MFT increases of up to
0.06, 0.11 and 0.12 (46%, 85% and 92% relative to proposed
approach), for VaRSA, SQRSA and FPR respectively, when
the task size and task instruction count are higher.

D. Vehicular Route Prolongation
The vehicular route prolongation ratio (MRP) is calculated

as follows:

MRP = (
Tpr

TFPR
− 1), (11)

where Tpr is the travel time of the proposed vehicular route and
TFPR is the travel time of the fastest vehicular route determined
via the FPR approach.
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Fig. 6. Impact of number of CAVs on MFT for Ii = 40 MI and (a) 20 gNBs and 2000 RBs of available bandwidth, (b) 20 gNBs and 4000 RBs of available
bandwidth, and (c) 30 gNBs and 4000 RBs of available bandwidth.

Fig. 7. Impact of the number of gNBs on MFT for Ii = 40 MI and (a) 60 CAVs and 2000 RBs of available radio bandwidth, (b) 90 CAVs and 2000 RBs
of available radio bandwidth, and (c) 90 CAVs and 4000 RBs of available radio bandwidth.

The vehicular route prolongation incurred with the consid-
ered algorithms with varying numbers of CAVs, task sizes
and numbers of gNBs is presented in Fig. 9a–9c. In the case
of the FPR algorithm, the planned vehicular route is also the
shortest vehicular route; therefore, the prolongation is always
0. In Fig. 9a, for a low number of CAVs (0 to 80), the
vehicular route prolongation of the proposed approach is lower
than that of SQRSA and markedly lower than that of VaRSA.
However, when the system becomes saturated (120 CAVs),
the vehicular route prolongation incurred under the proposed
approach is slightly higher than that of SQRSA because the
more accurate allocation of the scarce gNB resources slightly
prolongs the dedicated vehicular routes. Nevertheless, even in
this case, the proposed approach produces routes with lengths
competitive with VaRSA. Fig. 9b shows similar performance
for the proposed approach and SQRSA, with MRP close to
0.03. Notably, in this scenario, VaRSA statistically results
in the greatest route prolongation for smaller task sizes.
Moreover, for a varying number of gNBs (Fig. 9c), similar
conclusions can be drawn, i.e., the proposed method and
SQRSA shorten the vehicular routes compared to VaRSA.
The route prolongation gap between our approach and VaRSA
increases with the growing gNB count.

E. Model Limitations and Possible Extensions

The numerical experiments presented in this section suggest
that the proposed model provides in general significant
performance gains compared to the state-of-the-art algorithms.
However, we should mention a few relaxing assumptions

in our model. We assume perfect time synchronization (for
example, in terms of CAV speed predictability) and no
unpredictable situations in traffic (road accidents, people on
crosswalks, etc.), respectively. These relaxing assumptions
may not be always valid in practice. On the one hand,
such non-deterministic events creating irregularities in the
traffic would trigger the NFT exchange between the CAVs to
adapt to the new road conditions, allowing seamless services
to be provided. On the other hand, such new transactions
could create an additional load on the underlying blockchain
platform, prolonging the time required for the transaction
consensus. The transaction in terms of the NFT exchange
among the CAVs is a complex problem due to the non-
deterministic character of the events occurring in the traffic,
hence, we leave it out for future research.

Another class of unpredictable events, which would be an
interesting addition to our model, are transient and persistent
failures of the network, and computational resources caused
either by hardware or software malfunction. These could be
solved by various approaches, like secure microservice-based
architecture with deadline-aware fault resolution algorithm
shown in [46].

An alternative approach to deterministic trajectory planning
is a probabilistic model obtained using mobility data mining.
Such data should be obtained with proper encryption and
anonymization of the data, such as the approach presented
in [47]. The introduction of this probabilistic model would
cause changes requiring the replacement of A* search, as no
universally applicable probabilistic variants of this algorithm
exist. However, A* search with a suitable heuristic function
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Fig. 8. Impact of task size on MFT in several simulated scenarios: (a) 60 CAVs, 30 MI tasks and 2000 RBs of radio bandwidth; (b) 60 CAVs, 30 MI tasks
and 4000 RBs of radio bandwidth; and (c) 60 CAVs, 40 MI tasks and 4000 RBs of radio bandwidth.

Fig. 9. Ratio of vehicular route prolongation relative to the shortest vehicular route with (a) a varying number of CAVs in the same simulation configuration
as in Fig. 6b, (b) a varying task size in the same simulation configuration used in Fig. 8b; and (c) a varying number of gNBs with I = 40 MI, 60 CAVs
and 4000 RBs of available radio bandwidth.

allows us to predict provably optimal CAV trajectories,
of perfectly predictably moving CAVs. In environments with
a low number of unexpected events, a deterministic approach
with occasional replanning yields near-optimal path planning
results. Apart from this advantage, the added benefit of a near-
deterministic environment is a very low number of incorrect
resource allocation assignments, which would plague even
optimal models working with stochastic environments.

Another possible extension beyond the current scope of our
work is a complex resource scheduling considering trade-off
management, with a strong emphasis on security and privacy,
as presented in [48] and [49].

VI. CONCLUSION

In this paper, a novel vehicular route selection algorithm
based on the joint reservation of radio and computing
resources in MEC is proposed. The proposed algorithm
exploits the ability to account for the future locations of
CAVs and the CAV service requirements. For this purpose,
a decentralized blockchain platform supporting the transfer
of NFTs among autonomous CAVs is designed. Each NFT
represents the equivalent radio resources of the mobile network
infrastructure and the computing resources of a gNB reserved
for the CAV in a given time interval and road segment. The
proposed approach is proven to be more effective than state-
of-the-art approaches in terms of MFT and MRP in a number
of different scenarios.

Further research in this area can be viewed in the context of
various smart city applications related to autonomous driving,
such as car sharing, robotic delivery systems, and public

transportation. Considering the relation between network
congestion and the number of CAVs, the findings of the current
paper can also motivate new research on road traffic congestion
control. Another promising direction of investigation would be
the consideration of vehicle-to-vehicle (V2V) communications
integrated with our approach.

APPENDIX

A. Proof of the Consistency of the Proposed A* Heuristic

To prove that the heuristic function of the proposed A* path-
finding algorithm is consistent, it is necessary to show that it
has the triangle inequality property and evaluates to 0 at the
target route destination vertex vdestin [40], as expressed in (12):

h(vi ) ≤ c(vi , vdesc)+ h(vdesc)

h(vdestin) = 0, (12)

where vdesc is any vertex subsequent to the given vi , h is the
heuristic function given in (10) and c(vi , vdesc) is the cost of
reaching vdesc from the given vi expressed as a tuple of the
form (CCNFT_missing, CCRB, distance).

The values of CCNFT_missing and CCRB are always 0; these
components of the cost tuple thus satisfy the triangle inequality
property, and it remains only to show that the distance tuple
component does also. For this purpose, the distance DM
between the given vi and vdestin needs to be calculated. In the
grid-aligned graph considered in our scenario, DM is the
shortest possible distance of a vehicular route between any
node pair, and its estimate is thus always ≤ c(.). Therefore,
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the distance component also satisfies Eq. (12), as h(vi ) −

h(vdesc) ≤ c(vi , vdesc).
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