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Abstract—The caching paradigm has been introduced to al-
leviate backhaul traffic load and to reduce latencies due to
massive never ending increase in data traffic. To fully exploit the
benefits offered by caching, unmanned aerial vehicles (UAVs) and
device-to-device (D2D) communication can be further utilized. In
contrast to prior works, that strictly limits the content delivery
routes up to two hops, we explore a multi-hop communications
scenario, where the UAVs, the UEs, or both can relay the content
to individual users. In this context, we formulate the problem
for joint route selection and power allocation to minimize the
overall system content delivery duration. First, motivated by
the limitations of existing works, we consider the case where
the nodes may transmit content simultaneously rather than
sequentially and propose simple yet effective approach to allocate
the transmission power. Second, we design a low-complexity
greedy algorithm jointly handling route selection and power
allocation. The simulation results demonstrate that the proposed
greedy algorithm outperforms the benchmark algorithm by up
to 56.98% in terms of content delivery duration while it achieves
close-to-optimal performance.

Index Terms—caching, UAV, D2D relaying, route selection,
power allocation, content delivery duration

I. INTRODUCTION

The emerging 6G-based mobile networks will have to
cope with unprecedented data transmissions originated form
plethora of communicating devices, such as smartphones,
sensors, vehicles, or any internet of things (IoT) devices. This
will inevitably pose high requirements on provided data rates
over backhaul and experienced latencies. To alleviate backhaul
load and to enable low latencies, caching of popular content
seems to be a very promising approach [1]. Obviously, the
popular content should be cached in proximity of a user
equipment (UE), such as at a ground base station (GBS).

To improve systems-wide performance, the unmanned aerial
vehicles (UAVs) can be exploited as caching servers as well
[2]. Such cache-enabled UAVs can store popular contents, thus
reducing content delivery duration and backhaul traffic load
[3]. The UAV caching can be particularly beneficial during
peak hours to offload traffic of the GBSs or to mitigate severe
shadowing in urban or mountainous scenarios by leveraging
their ability to establish line-of-sight (LoS) connections with
ground nodes. The mobile networks can also benefit from the
device-to-device (D2D) functionality of UE; to transmit data to
other relaying UEs (RUEs) [4]. In such cached-enable, UAV-
assisted, and D2D-enabled networks, the main challenges are
the selection of proper route over which the content should be
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traversed in order to reach the UEs, power allocation, content
placement, or UAVs’ deployment.

The problem of route selection and power allocation in
cache-enabled UAV-assisted D2D-enabled cellular network
is considered in many works targeting various objectives,
including optimization of minimum secrecy rate among re-
questing UEs [5], sum throughput [6], and energy efficiency
[7]. Whereas the afore-mentioned studies [5], [6] confine
their scope to direct communication, [7] enables two-hop
communication using UAV-relaying. Still, as the distance
between the source and target nodes increases or the com-
munication environment deteriorates, direct communication
or even two-hop communication with single UAV relay is
generally insufficient to reduce the content delivery duration
[8]. For instance, in a densely populated urban environment,
wireless communication links are susceptible to blockage
by tall buildings. Consequently, the mitigation of such link
blockage problems typically necessitates the employment of
multi-hop communication incorporating both UAV relays and
the RUEs in order to provide sufficient degrees of freedom.

In addition, some studies propose different methods to mini-
mize content delivery duration. For example, in [9], a deep de-
terministic policy gradient-based caching placement strategy is
proposed. In [10], the UAV deployment and content placement
are jointly studied. However, in both [9] and [10], transmission
nodes send contents sequentially rather than simultaneously.
Nevertheless, this approach does not minimize transmission
duration, as the duration is not linearly proportional to the
allocated transmission power.

In this article, we aim to cover the gaps of the existing
related works. We formulate the problem as joint route selec-
tion and power allocation problem minimizing sum content
delivery duration. Unlike [5], [6], [7], where up to 2-hop
communication is enabled, we target multi-hop scenario (i.e.,
more than 2 hops). To the best of our knowledge, no multi-hop
transmission route selection for delivery of cached content has
not been considered so far. The content delivery over multi-
hop transmission is expected to decrease latencies in urban
scenario with many potential obstacles in the communication
path. Note that a deployment of many conventional fixed
GBSs can also decrease latencies, but at significant installment
cost while these GBS would still not be able to cope with
dynamic requirements of users. In addition, compared to [9]
and [10], we assume that each transmitting node can send
several contents simultaneously to further decrease delivery
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Fig. 1: A multi-hop cache-enabled network in urban area.

of cached content.
The enabling of multi-hop communication, however, makes

also the selection of the optimal transmission routes over
which content traverse to the requesting UE a very challenging
task. The reason is that there are many potential transmission
routes for delivering the content to individual UEs. The route
selection also affects the power allocation at GBS, UAVs,
and/or RUEs that can be potentially involved in delivery of
multiple contents, thus impacting the overall content delivery
duration. As a result, the route selection and power allocation
must be handled jointly. We summarize our main contributions
to address above-listed challenges as follows:
• We propose the transmission power allocation managing the

splitting of transmission power budget by each transmitting
node (i.e., the GBS, the UAV, or RUE) to each content cur-
rently being sent. We guarantee the continuous utilization
of the entire transmission power by the transmitting nodes,
resulting in a reduction in the overall transmission duration.

• We propose a low-complexity greedy algorithm that jointly
considers the route selection while exploiting proposed
power allocation.

• We show the proposed greedy algorithm decreases overall
content delivery duration by up to 56.98% in comparison
to the benchmark algorithm. At the same time, we show
that greedy algorithm yields close-to-optimal performance.

The rest of the paper is organized as follows. Section II
introduces the system model and Section III formulates the
problem. In Section IV, we present the proposed greedy based
joint route selection and power allocation algorithm. Section V
introduces the simulation model and competitive algorithms.
In Section VI, simulation findings are examined and discussed.
Finally, we briefly summarize the findings in Section VII.

II. SYSTEM MODEL

This section describes the network model, cache placement
model, and provides details about content delivery duration.

A. Network Model

We consider a cache-enabled, UAV-assisted, and D2D-
enabled cellular network, as depicted in Fig. 1. The network is

composed from K + 1 BSs including one GBS and K UAVs
acting as flying BSs. Further, we assume there are U UEs in
the system from which N are asking for delivery of a content.
We consider that the UEs currently not requesting the content
can serve as the RUEs, i.e., there are R = U −N RUEs. Note
that relaying accomplished by the UEs can be facilitated by
D2D relaying concept [4]. The content can be, then, delivered
to the UEs: i) directly by the GBS, ii) directly by the one of
the UAVs that can reduce content delivery duration by caching
popular content requested by the UEs in cache repositories, or
iii) by relaying the content either via the UAV and/or RUEs.

Both the UAVs and RUEs operate in half-duplex mode
[19]. We limit the number of relaying nodes for delivery of
content up to two (i.e., up to 3-hop communication) as more
relaying nodes usually yield only minimal gains in delivery
duration while the complexity is increased significantly [4].
Considering that the content can be delivered directly by the
GBS or UAVs, and through 2-hop or 3-hop routes, there is M
possible transmission route options for any requesting UE.

B. Cache Placement Model
We assume the UEs can pick out of F contents, where

the size of f -th content is Sf . The users’ requests are
determined by a content popularity distribution, denoted as
p = {p1, p2, . . . , pF }. Here, pf represents the probability of
a request for content f whilst

∑
f pf = 1. The popularity of

the contents is inherent to them, and it is assumed that the
distribution of their popularity follows the Zipf distribution
[11], described as pf = f−γ/

∑F
j=1 j

−γ , where γ is the Zipf
exponent indicating the degree of skewness in popularity.

We assume all the contents are stored at GBS while the
UAVs store only a subset of the content catalog due to their
limited storage capacity. In other words, the UAVs can only
cache a part of the files. In accordance with the caching
probabilities pf , each k-th UAV stochastically generates a
collection of contents Fk to be cached, as outlined in the
probabilistic content caching approach introduced in [12].

C. Content Delivery Duration
The subset of nodes that will deliver content requested by

the UE depends on both the cache status of the UAVs and the
condition of the wireless channels. We assume that the entire
bandwidth B is divided into N orthogonal channels, so that
the n-th UE requesting a content is assigned a channel with
a bandwidth of Bn. Notice that the bandwidth allocation falls
outside the purview of this article, and our proposed method
is applicable to any arbitrary allocation of bandwidth. Hence,
we assume that B is split equally among N requesting UEs.

The content delivery duration for the f -th content requested
by the n-th UE whilst using the m-th transmission route
including Hm hops is defined as follows:

tn,f,m =

Hm∑
hm=1

Sf

Bn log2(1 +
phm
f ghm

Bn(σ0+Ib)
)
, (1)

where phm

f denotes the transmission power of the node ex-
ploited in the hm-th hop on the m-th transmission route to



deliver the f -th content to the requesting UE, ghm represents
the channel gain at the hm-th hop of the m-th transmission
route, σ0 is the noise power, and Ib represents the background
interference received from neighboring transmitters.

We assume that each transmitter (GBS, UAV, or RUE) can
transmit multiple contents simultaneously. Note that this is
reasonable assumption as the GBS usually transmits different
data to different users albeit at different frequencies. In such
case, the delivery duration in (1) is affected by the number
of contents sent at the same time since available transmission
power budget at the transmitter has to be distributed among
all contents. To ensure that maximum transmission power is
not violated, we introduce two indicators yk,f,m and vr,f,m,
to keep track on whether the k-th BS and/or the r-th RUE
are in the m-th transmission route selected for the f -th content
delivery, respectively. The yk,f,m and vr,f,m are equal to 1 if
the k-th BS and the r-th RUE are on the m-th transmission
route, respectively, and 0 otherwise.

III. PROBLEM FORMULATION

The objective of this article is to jointly optimize route
selection X∗ and power allocation P∗, aiming to minimize the
content delivery duration of the requesting UEs. We denote the
route selection indicator by xn,f,m ∈ {0, 1}, where xn,f,m = 1
when the n-th UE requests the f -th content from the m-th route,
and xn,f,m = 0 otherwise. Then, the targeted optimization
problem is formulated as follows:

X∗, P ∗ = min
X,P

∑
n

∑
f

∑
m

xn,f,mtn,f,m (2)

s.t. (c1)
∑
n

∑
f

Pkyk,f,m ≤ Pmax
k ,∀k (3)

(c2)
∑
n

∑
f

Prvr,f,m ≤ Pmax
r ,∀r (4)

(c3)
∑
m

xn,f,m ≤ 1,∀n, f (5)

(c4) Hm ≤ Hmax,∀m (6)

where (c1) and (c2) ensure that the total transmission power
allocated by any BS and RUEs sending the content(s) does
not exceed Pmax

k and Pmax
r , respectively, (c3) ensures each

content traverse via one unique route, and (c4) limits the
maximum number of hops Hmax for any m-th route.

The optimization problem can be classified as a mixed
integer non-linear programming (MINLP) problem due to
integer constraint (c3) while the objective function is non-
linear with respect to power allocation (see expression of
tn,f,m in (1)). These problems are NP-hard, meaning that
there is no known polynomial-time algorithm for solving them
optimally. The problem is very complicated also since route
selection X and transmission power allocation P are coupled
problems that should be solved jointly, as the selection of
transmission routes depends on the relationship between the
requesting user and the nodes, while power allocation affects
this relationship.

Fig. 2: Principle of power splitting among multiple contents.

One way to find the optimal solution is to use a brute-
force search. The brute-force has, however, huge complexity
(O(MN )) even for small number of UAVs, the UEs requesting
content and the RUEs since all possible route combinations
have to be tested. One approach to reduce the complexity
of brute-force search is to exclude “bad” combinations that
are not able to outperform direct route, e.g., the combinations
where the content delivery duration over any hop is actually
higher than a direct route. Unfortunately, even this reduction
does not make the problem solvable in polynomial time.

IV. PROPOSED SCHEME FOR CONTENT DELIVERY

This section explains the power allocation principle that is
further exploited in proposed greedy algorithm.

A. Power Allocation

Let’s first explain the proposed power allocation principle
adopted during the following route selection process. The
proposed power allocation deals with the problem when any
transmitting node is about to transmit more than one content
simultaneously. Of course, each content can be simply sent
in a sequential manner, where the transmitting node allocates
whole power budget to transmit the first content, then to the
second content, and so on (see Fig. 2a), where content 1 is send
first and then follow content 2 and content 3) [10]. This option
is not minimizing transmission duration since the duration is
not linearly proportional to the transmission power allocated
for the transmission (see (1)).

To this end, we propose an approach where each transmit-
ting node can, in fact, transmit several contents simultaneously
in order to decrease overall transmission duration of the
contents while constraints (c1) and (c2) in (2) are not violated.
We assume here that the whole transmission power is split
equally among individual contents that are being currently
transmitted. Note that the optimization of the power splitting
itself is left for future research due to limited page number.
Since, in general, each content can have different size and can
be transmitted over different channels, the transmission of each
content can take different transmission duration as well. If the
transmission power allocated to each content would remain the
same, however, this would inevitably prolong the transmission
duration of some contents, as transmission power used to send
each content is not always fully used, as illustrated in Fig. 2b.



Hence, we propose that the transmission power allocated
to each content is redistributed among the contents after each
individual content is fully transmitted to the receiving node.
In other words, we ensure that the whole transmission power
is used all the time by the transmitting node and, thus, the
total transmission duration is reduced by our approach. This
is illustrated in Fig. 2c where after content 1 is already
transmitted, power is re-allocated to transmit content 2 and 3.
Then, when also content 2 is finished, the whole transmission
power can be allocated just to transmit the rest of content 3.

In the sequel, we describe in detail the route selection pro-
cess, where the above-explained power allocation is exploited.

B. Proposed Joint Route Selection and Power Allocation

The main challenge of the problem in (2) is that there are
plenty of possible routes over which each content can be sent
to the individual requesting UEs. Besides, the selection of
route is affected by the number of contents sent by each node
and, subsequently, the content delivery duration. The reason is
that if any node is sending multiple contents simultaneously,
it has inevitably less transmission power that can be allocated
to each content, which affects the selection process. Conse-
quently, the route selection and power allocation at individual
nodes involved in content delivery must be handled jointly.
Thus, we propose a greedy approach solving the problem at
reasonable complexity, summarized in Algorithm 1.

At the very beginning, Algorithm 1 selects for each request-
ing UE the potential source options (Ln) distinguishing which
nodes have the requested content (see line 1 in Algorithm 1).
Obviously, if no UAV has the requested content, the GBS is
always selected as the source option. Otherwise, more than one
source options are available. Then, for any n-th UE requesting
f -th content, Algorithm 1 calculates content delivery durations
for all source options, denoted as tn,f,m′ , where m′ indicates
only direct routes out of all potential routes (line 2). Next, the
direct route selection indicator xn,f,m′ is initialized to 0 for
all n and m′, indicating that no UE requesting content f -th has
yet selected any direct route (line 3). The direct route for each
requesting UE is selected in a sequential manner based on the
content delivery duration. In particular, at each iteration, the
direct route with the lowest content delivery duration, denoted
as tn,f,d, is selected for each UE (line 5) and xn,f,m′ is set to
1 to indicate that the direct route is selected (line 6). To ensure
that the selected route is not selected repeatedly, the content
delivery durations of each direct transmission route for the n-th
requesting UE are set to infinity (line 7). Following the power
re-allocation at the BS on the selected direct route according
to the route selection (done in line with proposed re-allocation
shown in Fig. 2c), content delivery durations are updated for
the UEs for which the direct route is not yet selected (line
8). The steps in lines 5-8 are repeated each requesting UE is
assigned a direct route.

After the selection of direct route is finished, a decision
if a multi-hop route would be more beneficial in terms of
delivery content duration follows. Thus, we first calculate a
multi-hop gain representing the duration reduction if any n-th

UE requesting the f -th content would select any m′′-th multi-
hop route (i.e., tn,f,m′′ ) instead of a direct one as (line 10):

Gn,f,m′′ ,=

{
tn,f,d − tn,f,m′′ − tm′′ , if Gn,f,m′′ > 0

0, otherwise
(7)

where tm′′ represents an overall prolongation of content deliv-
ery duration for other UEs that are already using some nodes at
m′′-th route to deliver their content. The reason why tm′′ needs
to be considered in (7) is that if some transmitting node(s)
at m′′-th route are already involved in transmission of other
contents for different UEs, the transmitting node(s) must split
transmission power as discussed in Section III.A, resulting in
prolongation of content delivery duration. On the other hand, if
transmitting node in m′′ route send no content at the moment
tm′′ is 0. If resulting Gn,f,m′′ in (7) is positive, a multi-hop
route is more beneficial to the requesting UE. Otherwise, direct
route is kept and Gn,f,m′′ is set to 0, since multi-hop route
would increase the overall delivery duration.

In the next step, the multi-hop gains between all requested
UEs and transmission routes are inserted into a multi-hop gain
matrix G, which is of dimension N×M−(K+1) (excluding
direct routes), as showed in line 11. In addition, route selection
indicator xn,f,m′′ is initially set to 0 for all n and m′′ to
indicate that no requesting UE has selected yet any multi-hop
transmission route to receive the f -th content (line 12).

Now, the following steps are repeated as long as there is at
least one positive entry in G. The Algorithm 1 first selects the
maximum multi-hop gain in G, as this selection decreases the
overall content delivery duration by the highest degree (i.e.,
Algorithm 1 finds max(Gn,f,m′′ ), line 14). Then, xn,f,m′′ is
set to 1 to indicate direct route is changed to multi-hop route
(line 15). Then, all entries in n-th row of G are set to 0, as
this UE cannot select any other transmission route to receive
the requested content (line 16).

Next, the Algorithm 1 also has to update all remaining
positive entries in G (if any) that include nodes of m′′-th
multi-hop route according to (7) (line 17). The reason is that
the potential gains are decreased as transmission power would
need to be divided among more contents. Of course, this
also means that the content delivery durations of the UEs

Algorithm 1 Proposed Joint Route Selection and Power Allocation

1: Generate a list of potential source options Ln for each UE n
2: Calculate tn,f,m′ , ∀n, ∀m′ ∈ Ln

3: Set xn,f,m′ = 0, ∀n,m′

4: repeat
5: tn,f,d ← min(tn,f,m′ ), ∀n
6: xn,f,m′ = 1
7: Set n-th row in tn,f,m′ to ∞
8: Update tn,f,m′ with power re-allocation
9: until all UEs requesting content are assinged to a direct route

10: Calculate Gn,f,m′′ , ∀n,m′′

11: Create matrix G
12: Set xn,f,m′′ = 0, ∀n,m′′

13: while max(Gn,f,m′′ ) > 0 do
14: {n, f,m′′} ← max(Gn,f,m′′ ) ∈ G
15: xn,f,m′′ = 1
16: Set n-th row in G to 0
17: Update G, using (7) with power re-allocation
18: end while



that have already selected multi-hop route including these
nodes in their transmission routes would be affected. Thus,
the increase in overall content delivery duration should be less
than the potential reduction achieved by new UEs selecting
transmission routes. Therefore, this effect is reflected in the
recalculation in G via tm′′ with the updated power allocations.

Algorithm 1 repeatedly executes lines 14-17 until there are
no more positive inputs in the relaying gain matrix G. In each
iteration, the system updates the power allocation and selects
the route with the highest relaying gain accordingly. Note that
requesting UEs that do not select a multi-hop transmission
route receive their content via the direct route.

Algorithm 1 has, in the worst case, a time complexity of
O([M − (K + 1)]

∑N
n=1 n) = O(N2[M − (K + 1)]), which

means that the time it takes to run the algorithm grows linearly
with the number of transmission routes (M ) and quadratically
with the number of requesting UEs (N ).

V. SIMULATION SETUP AND COMPETITIVE ALGORITHMS

To investigate and validate the proposed model, we per-
formed simulations in MATLAB. We consider a 500 × 500
m reference cell with multiple buildings to imitate an urban
environment (see [19] for more details). The height of each
building is randomly generated between 20 and 29 m. The
GBS is placed in a fixed position in the upper left corner
of the building, near the cell center. Furthermore, 4 UAVs
are placed in the simulation area. The positions of the UAVs
are determined by K-means clustering, based on the positions
of the UEs. Last, we consider 100 UEs from whom up
to 30 are requesting the content while other can serve as
RUEs. Since the GBS and UAVs are above buildings, they
communicate with each other via LoS. On the contrary, the
communication path between the GBS/UAVs and the UEs can
be obstructed by one or several buildings, each attenuating
the signal by additional 20 dB. We run the simulations for
1000 drops. In each such drop, we randomly generate the
building heights, the current contents cached at the UAVs, and
the UEs locations according to which the UAVs locations are
determined. Then, we average the simulation results over all
drops. The simulation parameters are summarized in Table I.

The section with results presents the findings of two pro-
posed approaches. The first approach performs joint route
selection and power allocation while proposed power allo-
cation is not adopted (labeled as “Proposal: w/o PA”). The
second approach is the whole proposal where also proposed
power allocation is used (Proposal: with PA). The perfor-
mance of the proposal is compared with benchmark algorithm
(labeled as “Benchmark”), where the transmission route is
selected based on caching status and maximum biased received
power [13]. Further, we show the performance of brute-
force algorithm to show how close to optimal the proposed
greedy approach performs. The brute-force algorithm checks
all possible transmission routes for each requesting UE and
selects the transmission routes that provide the optimal average
content delivery time. We illustrate the results for both the
case w/o proposed power allocation (Brute-force: w/o PA) and

TABLE I: Simulation parameters

Parameter Value
Carrier frequency 2 GHz
Simulation area of the reference cell 500x500 m
No. of UAVs (K), UEs (U), req. UEs (N) 4 [14], 100, 1-30 [13]
Bandwidth (B) 20 MHz [15]
Channel bandwidth allocated to the B/N MHz
requesting UEs (Bn)
Max. trans. power of GBS, UAVs and RUEs 30, 27, 23 dBm
Antenna gain of the GBS, and UAVs 3 dB
Noise spectral density -174 dBm/Hz
Mean interference from adjacent cells Ib -130 dBm/Hz [16]
Height of the GBS, UAVs, UEs antenna 35, 100, 1.5 m
Zipf exponent (γ) 0.5 [17]
Content catalog of the GBS, and UAVs 50, 10 files [18]
Content size 10 Mbits [11]
Number of simulation drops 1000

with power allocation enabled (Brute-force: with PA). Note
that the brute-force algorithms are only shown for a limited
number of requesting UEs because the complexity of testing
all transmission route combinations grows exponentially with
the number of UEs.

VI. SIMULATION RESULTS

Fig. 3 illustrates the average content delivery durations
achieved by different schemes for different number of request-
ing UEs. From Fig. 3 can be observed that the content delivery
duration of all schemes rises when the number of requesting
UEs in the system increases. This is because bandwidth B
is divided among a larger number of requesting UEs. Still,
the proposed algorithm always outperforms the benchmark
algorithm. Take the 30 requesting UEs in Fig. 3 as an example,
compared to the benchmark algorithm, the proposed route se-
lection algorithm yields 53.69% gain in terms of reducing the
average content delivery duration; this confirms the benefits
of the proposed route selection algorithm. This is because
the benchmarking algorithm sends the contents sequentially,
as shown in Fig. 2a. Furthermore, employing the joint route
selection and power allocation algorithm yields a 56.98% gain
over the benchmark algorithm.

Fig. 3 also demonstrates that the proposed algorithm pro-
vides close performance to the brute-force algorithm in terms
of content delivery duration. Specifically, the gap between the
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proposed route selection algorithm without power allocation
and the brute-force algorithm is only up to 0.52%. Similarly,
the gap between the proposed joint route selection and power
allocation algorithm and the brute-force algorithm with power
allocation is up to 0.30%. The results presented herein provide
evidence that the proposed greedy algorithm exhibits a strong
correlation in route selection with the brute-force algorithm
for content delivery.

While the previous figure showed the average content de-
livery duration, it does not give any insight on distribution
of actual durations. Thus, we also the cumulative distribution
function (CDF) of content delivery duration for individual
algorithms in Fig. 4. Then, for any given confidence level,
the confidence interval for the content delivery duration can
be obtained from the CDF curve. Note that since we show
results for 20 and 30 requesting UEs in Fig. 4a and Fig. 4b,
respectively, we are not able to include brute-force algorithm
due to its huge complexity. The benchmark algorithm’s CDF
curve in Fig. 4 exhibits a prolonged plateau that extends well
beyond the content delivery durations of most UEs, so the
CDF does not reaching 1 in given interval. This suggests
that a small fraction of UEs experience significantly longer
delivery durations compared to the majority, highlighting
the benchmark algorithm’s inefficiency in handling outlier
cases. Fig. 4 further shows that the proposed route selection
algorithm achieves lower content delivery duration than the
benchmark algorithm. In particular, for a high number of
requesting UEs, the proposed greedy algorithm produces more
consistent results than the benchmark algorithm. For instance,
when N = 20 (Fig. 4a), roughly 99% and 85% of requested
UEs, respectively, receive their content within 10 s using the
proposed joint route selection and power allocation algorithm
and the benchmark algorithm. When N = 30 (Fig. 4b), roughly
77% and 55% of requested UEs, respectively, receive their
content within 10 s using the proposed joint route selection
and power allocation algorithm and the benchmark algorithm.

The result confirms that proposed scheme is an effective
solution to defined problem. Besides, the more users are
requesting the content, the more significant gap between
proposed algorithm and benchmark. These are encouraging
results considering the fact that, in general, number of UEs in
the future 6G networks is assumed to grow exponentially.

VII. CONCLUSION

In this article, we have shed light on the problem of joint
route selection and power allocation in multi-hop- and cache-
enabled networks. Since the defined problem is a mixed-
integer non-linear programming problem, thus NP-hard, we
have also designed a greedy-based algorithm efficiently man-
aging jointly route selection and power allocation. We have
demonstrated that the proposed greedy algorithm reduces
overall content delivery duration by up to 56.98% compared
to the close related benchmark algorithm while it yields close-
to-optimal performance. In the future, the proposed model can
be extended by the optimization of power splitting among
individual contents, incentivization of relaying users, or smart
positioning of the unmanned aerial vehicles.
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