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Abstract—The radio resources are utilized for both trans-
missions of new data and for retransmission(s) of erroneous
data to handle errors due to transmission over the wireless
link. Hence, the more retransmissions occur, the fewer resources
remain available for transmission of new data resulting in a
lower goodput. This problem is even emphasized in Cloud
Radio Access Networks (C-RAN), where Remote Radio Heads
(RRHs) cooperate with Base Band Unit (BBU) over fronthaul
imposing additional delay and limiting goodput. In this paper,
we propose a flexible and dynamic Hybrid Automatic Repeat
reQuest (HARQ) resource pre-allocation based on the actual
retransmission needs of individual User Equipment (UEs). This
is managed by two algorithms, first exploiting information on the
error rate experienced by individual UEs and the second using
the length of the scheduling period of the UEs. Both algorithms
are further integrated together to improve the efficiency of
the HARQ retransmissions resource pre-allocation. Simulation
results show the proposed solution provides goodput close to the
theoretical upper-bound while outperforming existing approaches
by up to 39%. Furthermore, the transport block loss rate and
mean absolute percentage error of the amount of pre-allocated
resources for the HARQ are notably decreased by around 38%
and 57%, respectively.

Index Terms—5G; C-RAN; HARQ; hierarchical scheduler;
ARIMA; RRH; BBU.

I. INTRODUCTION
The fifth generation (5G) of mobile networks is expected

to support various traffic patterns and unlock numerous appli-
cations for low latency and reliable communication [1]. How-
ever, meeting such stringent requirements is challenging, as
it requires an efficient radio resource management. The radio
resource management encompasses various functionalities that
differ in complexity and operating timescale. Many of these
functionalities, such as resource allocation, can be centralized
[2] [3] [4]. To this end, the concept of a Cloud Radio Access
Network (C-RAN) has been introduced to ensure energy and
cost-efficient solution [4] [5].

The C-RAN comprises a Baseband Unit (BBU) and Radio
Remote Heads (RRHs) connected to the BBU via a fronthaul.
However, the fronthaul introduces challenges related to high
goodput and low latency requirements to ensure a swift
exchange of the baseband signals over the fronthaul links
between the BBU and the RRHs [5]. The challenges imposed

The authors are with the Department of Telecommunication Engineer-
ing, Faculty of Electrical Engineering, Czech Technical University in
Prague, 166 27 Prague, Czech Republic (e-mail: elfikmoh@fel.cvut.cz;
zdenek.becvar@fel.cvut.cz; machp2@fel.cvut.cz). This work has been sup-
ported by the grant of Czech Technical University in Prague No.
SGS20/169/OHK3/3T/13.

by the fronthaul are emphasized even more if the fronthaul
is facilitated via a wireless link [6]. The high latency at
the fronthaul would negatively impact the data transmissions
and time-critical radio resource management protocols, such
as error correction via Hybrid Automatic Repeat reQuest
(HARQ). The HARQ is responsible for retransmissions and
corrections of data that were not received correctly. Neverthe-
less, such a process introduces an additional delay to the data
transmission, including processing delay, propagation delay,
and retransmission delay. The whole retransmission process
should be accomplished in up to 8 time transmissions intervals
(TTIs) [7]. Thus, the TTI duration, which is ranging from
62.5µs to 1 ms [8] [9] in 5G, imposes challenges on the HARQ
process in C-RAN [9] [10].

There are several works addressing the problem of the
HARQ targeting the aspect of low latency for ultra-reliable and
low latency communications (URLLC) in 5G, see, e.g., [11]
[12] [13] [14]. In [11], the authors present a semi-persistent
scheduling of resources for the UEs’ retransmissions. To this
end, for any potential retransmissions, a pre-defined amount of
resources is shared by a pre-defined group of UEs based on
the Block Error Rate (BLER) of the UEs’ first transmission.
In [12] and its extension in [13], a periodic radio resource
allocation is proposed for retransmissions of individual UEs
to meet latency and reliability requirements. The solution is
based on selecting an optimal modulation and coding scheme
(MCS) and subsequent allocation of the required resources.
The paper [14] exploits the queuing model to optimize the
HARQ resource requirement in URLLC. However, none of
the works presented in [11] [12] [13] [14] assume the C-RAN
architecture with the realistic fronthaul with non-zero delay
for the HARQ and resource allocation.

The resource allocation for C-RAN considering strict
HARQ requirements is assumed in [15]. The HARQ itself is,
however, not optimized in any way. The optimization of HARQ
tailored for C-RAN is assumed in [16], [17], [18], [19]. The
authors in [16] propose a centralized low-complexity packet
scheduling scheme to reduce communication delay. Neverthe-
less, the inter-cell interference (ICI) among the deployed UEs
is neglected and this work is limited only to URLLC traffic. In
[17], the authors consider sharing computing resources among
multiple RRHs for the uplink in the C-RAN architecture to
improve the HARQ retransmission process. However, the work
considers only a single-user scenario, and extension toward a
practical multi-user scenario is not straightforward. In [18] and
[19], the authors focus on a proactive HARQ, which transmits
proactively redundancy versions until the receiver indicates
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correct reception with ACK. This leads to reduced latency of
HARQ, but, at the same time, it also lowers spectral efficiency
notably. To this end, the authors in [18] propose a feedback
prediction scheme for C-RAN to reduce the redundancy in
proactive HARQ. The paper is further extended in [19],
where machine-learning-assisted HARQ prediction schemes
for C-RAN is proposed in order to decrease the maximum
transmission latency. Still, neither [18] nor [19] deals with the
pre-allocation of resources for HARQ in C-RAN and, thus,
our work can be seen as complementary to these.

To cope with the fronthaul delay between the BBU and
RRHs in the C-RAN, we have introduced a concept of a hier-
archical scheduler in [20]. The key aspect of the hierarchical
scheduler is to allow shifting of scheduling-related functions
between the BBU and the RRHs. The scheduling of resources
is handled so that the cell edge UEs (CE UEs) are scheduled
centrally by the BBU to allow mitigation of ICI, while non-
CE UEs (nCE UEs) are scheduled in a distributed way by the
RRHs to avoid a negative impact of the fronthaul.

One of the key challenges in the hierarchical scheduler in
the C-RAN is to determine the amount of resources to be pre-
allocated for the HARQ process. Note that since we allocate
the resources for the HARQ in advance for multiple upcoming
TTIs (i.e., in relatively long-term compared to traditional
scheduling), we use the term “pre-allocation” in the paper.
In [20] [21], the number of pre-allocated RBs for the HARQ
process is set to a fixed amount regardless of the actually re-
quired retransmissions. Unfortunately, this fixed pre-allocation
degrades the performance of the scheduler. Therefore, in this
paper, we present a dynamic resource pre-allocation scheme
to cope with HARQ retransmissions. The paper’s objective, in
other words, is to determine the required amount of resources
to be pre-allocated for HARQ retransmissions depending on
the individual UEs’ actual needs. Our contributions in this
paper are summarized as follows:
∙ We propose a comprehensive framework for the HARQ

resource pre-allocation in the C-RAN, considering the hi-
erarchical scheduling to maximize the goodput of UEs via
minimizing the transport block loss rate and maximizing
the resource pre-allocation accuracy.

∙ We develop two distinct approaches to determine the re-
quired amount of pre-allocated resources for the HARQ and
optimize them jointly to improve the resource pre-allocation
accuracy.

∙ We also show that the idea of resource pre-allocation is not
limited to the hierarchical scheduling only, but it is extended
to be applicable also to other existing type of schedulers,
such as centralized and partially distributed schedulers.

∙ Via simulations, we demonstrate that the proposed solution
enhances the goodput by up to 39%, where the transport
block loss rate and mean absolute percentage error of the
amount of pre-allocated resources for the HARQ are de-
creased by up to 38% and 57%, respectively, in comparison
to state-of-the-art-works.
The rest of the paper is organized as follows. The system

model is described in Section II. In Section III, we formulate
the HARQ resource pre-allocation problem. Section IV de-

Fig. 1: High-level overview of the hierarchical scheduler

scribes the proposed solution for estimating the proper amount
of pre-allocated resources for the HARQ retransmissions.
The simulation setup and results are presented in Section V.
Major conclusions, and possible future research directions are
outlined in Section VI.

II. SYSTEM MODEL
This section describes the system model based on the C-

RAN architecture, the background on the hierarchical sched-
uler, and the HARQ process. Each part is described in the
following subsections.

A. C-RAN based architecture
We assume a single BBU interconnected with 𝐿 RRHs via

the fronthaul, as shown in Fig.1. In our study, we consider the
fronthaul from the perspective of fronthaul latency for data
retransmissions and we do not expect any errors originating
at the fronthaul. Furthermore, 𝐾 UEs are deployed randomly
over an area covered by the RRHs. The UEs are individually
associated with the RRH providing the highest Signal to
Interference and Noise Ratio (SINR). We further classify the
UEs into 𝐾𝐶𝐸 CE UEs and 𝐾𝑛𝐶𝐸 nCE UEs so that 𝐾 = 𝐾𝐶𝐸+
𝐾𝑛𝐶𝐸 . This classification is based on the experienced SINR
via individual UEs. Since, intuitively, the CE UEs experience
more substantial inter-cell interference from adjacent RRHs
than the nCE UEs, an Inter-Cell Interference Coordination
(ICIC) technique [22] is adopted to mitigate such interference.

In the ICIC, a set of RRHs (i.e., 𝐼𝐶𝐼𝐶 set, 𝐿𝐼𝐶𝐼𝐶𝑘 ) cooper-
ates together to mitigate the ICI of individual CE UEs. More
specifically, each CE UE is served via orthogonal resource
blocks (RBs) with respect to the transmission of other RRHs
in the same ICIC set. The ICIC set encompasses 𝐿𝐼𝐶𝐼𝐶𝑘 RRHs
that are involved in the cooperation to improve the 𝑘-th CE
UE’s SINR. The new RRH is added to the ICIC set for the
𝑘-th CE UE (i.e., to the 𝐿𝐼𝐶𝐼𝐶𝑘 ) if and only if the CE UE
communication goodput is improved by adding such RRH(s).
Hence, the RRH is included in the UE’s ICIC set if the RRH
satisfies the following condition:

Γ𝑘 < 𝛼𝐶
𝑛𝑆𝑘

𝑛𝐼𝐶𝐼𝐶𝑘

(1)

where Γ𝑘 defines the number of RRHs in 𝐿𝐼𝐶𝐼𝐶𝑘 (i.e, Γ𝑘 > 1),
𝑛𝑆𝑘 represents the number of RBs required for the transmission
of data to the 𝑘-th CE UE without ICIC (i.e., single RRH),
𝑛𝐼𝐶𝐼𝐶𝑘 corresponds to the number of RBs allocated for the
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data transmission to the 𝑘-th CE UE from each RRH in the
ICIC set, and 𝛼𝐶 is the ICIC threshold (i.e., 𝛼𝐶>1). The
parameter 𝛼𝐶 indicates the transmission efficiency with the
ICIC utilization so that the RRH is added to the ICIC set if
the ratio of the number of required RBs without the ICIC to
the amount of the required RBs with the ICIC is 𝛼𝐶 times
higher than the number of RRHs in the ICIC set. This way,
we can guarantee that the ICIC is exploited if and only if the
ICIC increases the communication goodput of the CE UE.

Considering the ICIC is used, the CE UE’s SINR between
the 𝑙-th RRH and the 𝑘-th CE UE (𝛾𝐶𝐸𝑘,𝑙 ) is calculated as:

𝛾𝐶𝐸l,k =
pl.hl,k

𝜎n +
∑

𝑖∉𝐿𝐼𝐶𝐼𝐶𝑘
pigi,k

(2)

where pl is the transmission power of l-th RRH, hl,k is the
channel gain between the l-th RRH and the k-th CE UE, 𝜎n is
the noise power, and the term ∑

𝑖∉𝐿𝐼𝐶𝐼𝐶𝑘
pi.hi,k represents the

inter-cell interference from all the RRHs except those included
in 𝐿𝐼𝐶𝐼𝐶𝑘 . Likewise, since the UEs’ classification depends on
individual UEs’ SINR, the nCE UE’s SINR between the 𝑙-th
RRH and the 𝑘-th nCE UE is calculated as:

𝛾𝑛𝐶𝐸l,k =
pl.hl,k

𝜎n +
∑𝑖=𝐿
𝑖=1,𝑖≠l pihi,k

(3)

where the term ∑𝑖=𝐿
𝑖=1,𝑖≠l pihi,k represents the inter-cell interfer-

ence from all but the serving RRHs.

B. The hierarchical scheduler
The hierarchical scheduler, the basis of this work, splits

the scheduling process into two tiers: a centralized scheduler
(C-Sc) and a distributed scheduler (D-Sc), as described in
[20]. The C-Sc runs in the BBU and D-Sc in the RRH (see
Fig.1). The D-Sc handles data transmission and manages the
allocation of resources for the nCE UEs, as these UEs suffer
less from inter-cell interference. However, the C-Sc schedules
data transmission for the CE UEs, enabling a high level
and long-term scheduling, reinforced by an awareness of the
mutual interference among individual RRHs. The long-term
scheduling is understood as a scheduling decision not only for
a single TTI but for 𝑁 consecutive TTI (i.e., 𝑁𝑥𝑇𝑇𝐼). The 𝑁
is set individually for each 𝑘-th CE UE (i.e., 𝑁𝑘) as considered
in our previous work [21] to maximize the sum goodput of
the UEs. The value of the scheduling period, 𝑁𝑘, is set based
on: i) the individual predicted future CSI of the individual CE
UEs’ radio channel dynamicity and ii) the fronthaul delay. By
one of the channel prediction tools, we predict the future UE
CSI based on the UE CSI history record. The UE CSI history
record is understood as CSI values in the time interval just
before the time of the prediction and is presented as the input
of the channel prediction tool, as explained in [21].

C. HARQ process
The idea behind the HARQ is to model a system that

detects the received erroneous data transport block and then
requests the needed retransmissions in case of the erroneous
data transport block. The retransmissions can be classified

as adaptive and non-adaptive, where we have two ways to
implement HARQ for downlink; synchronous HARQ and
asynchronous HARQ [23]. In the adaptive HARQ, the MCS
and other transmission attributes (such as the redundancy
version and sub-carrier) have the option to be updated for each
retransmission, where the transmission attributes are fixed or
pre-defined in the non-adaptive context.

In practice, the HARQ course of action for the CE UEs
and nCE UEs in the hierarchical scheduler are quite different.
For the nCE UEs, the HARQ process is handled in a standard
way at the RRH, as the nCE UEs are scheduled directly by the
D-Sc in the RRH, and the fronthaul does not have any direct
negative impact on the HARQ process. The standard way is
understood so that the resources for the HARQ retransmissions
are scheduled directly by the D-Sc at the RRH based on
ACKs/NACKs received from individual nCE UEs served by
the given RRH. In the case of the NACK, the D-Sc allocates
any available RB(s) that are not dedicated to CE UEs at the
moment of the retransmission (see [21] for more details). The
HARQ process is being more complicated for the CE UEs due
to the fronthaul delay intervention. The HARQ process would
be significantly prolonged due to the transmissions taking
place over the fronthaul in case the HARQ would be processed
in the BBU.

To understand our proposal for pre-allocating resources for
CE UEs’ HARQ, described in the following sections, let
us first define 𝑅∗

𝑘,𝑛 and 𝑅𝑘,𝑛 as the estimated and actual
numbers of the required RBs for the 𝑘-th CE UE’s potential
retransmissions in the 𝑛-th TTI within 𝑁𝑘, respectively. Based
on that, we introduce a new performance evaluation parameter;
the resource pre-allocation efficiency of individual CE UEs,
𝜁𝑘. This parameter is defined as the mean absolute percentage
error (MAPE) of the amount of pre-allocated resources for the
HARQ to estimate how far the 𝑅∗

𝑘,𝑛 value from 𝑅𝑘,𝑛 value and
is expressed as:

𝜁𝑘 =
1
𝑁𝑘

∑𝑁𝑘

𝑛=1

|𝑅∗
𝑘,𝑛 − 𝑅𝑘,𝑛|

𝑅𝑘,𝑛
∗ 100 (4)

Then, considering also retransmissions due to HARQ, we
can define the goodput experienced by the 𝑘-th UE as:

𝐺𝑘 = 𝑁𝑆𝑦𝑚𝑁𝑆𝐶

(

∑𝑅𝐵𝑘
𝑙=1

𝐶𝑅𝑙,𝑘𝑙𝑜𝑔2𝑀𝑙,𝑘−

−
∑𝑅𝑘

𝑟=1
𝐶𝑅𝑟,𝑘𝑙𝑜𝑔2𝑀𝑟,𝑘

)

(1 − 𝑂𝐻𝑘) (5)
where 𝑁𝑆𝑦𝑚 represents the number of OFDM symbols per one
RB, 𝑁𝑆𝐶 stands for the number of subcarriers per RB, 𝐶𝑅𝑙,𝑘is the coding rate applied at the 𝑙-th RB allocated to the 𝑘-th
UE, 𝑀𝑙,𝑘 corresponds to the number of possible modulation
states based on the modulation used for data transmission at
the 𝑙-th RB allocated for the 𝑘-th UE, 𝑅𝐵𝑘 is the number of
all RBs allocated to the 𝑘-th UE per second, 𝑅𝑘 represents
the number of RBs allocated only for retransmissions of the
𝑘-th UE per one second, and finally 𝑂𝐻𝑘 stands for the
overhead due to various signaling and control messages to
serve the 𝑘-the UE (expressed as a ratio between the amount
of resources allocated for signaling to the resources allocated
for data transmissions).
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III. PROBLEM FORMULATION
This paper aims to maximize the sum goodput of the

CE UEs in the hierarchical scheduler architecture based on
the C-RAN. This objective can be attained by optimizing
the resource scheduling efficiency for the CE UEs’ potential
retransmissions. The main challenge in such optimization is es-
timating the required scheduling resources for any potential CE
UEs’ data retransmissions. One way to address this challenge is
to perform a dynamic adjustment of the pre-allocated amount
of RBs instead of pre-allocating a fixed amount of resources
for the CE UEs’ HARQ requirements, which is suggested in
our earlier works [20] and [21].

Basically, the individual CE UEs’ HARQ resource require-
ments depend on many factors, including i) the CE UE
radio channel condition, ii) the fronthaul delay, and iii) the
scheduling period, 𝑁𝑘. The motivation behind presenting this
work is to fulfill the varied resources needed to be pre-
allocated for individual CE UEs’ HARQ. Thus, the problem
is formally formulated as:

max
𝑅∗
𝑘

∑𝐾𝐶𝐸
𝑘=1

𝐺𝑘

s.t. a) 0 ≤ 𝑅∗
𝑘 ≤ 𝑅𝑚𝑎𝑥

b) 0 ≤ 𝑁𝑘 ≤ 𝑁𝑚𝑎𝑥

(6)

where 𝑅∗
𝑘 is the amount of RBs pre-allocated for the HARQ of

the 𝑘-th CE UE, 𝑅𝑚𝑎𝑥 represents the maximum affordable RBs
depending on the system bandwidth and the number of served
UEs, and 𝑁𝑚𝑎𝑥 stands for the maximum length of centralized
period set up dynamically by the network operator based on
the overall average CE UEs’ radio channel dynamicity. The
constraint a) in (6) limits the possible values of 𝑅∗

𝑘 to be pre-
allocated to each 𝑘-th CE UE while constraint b) gives the
lower and upper limits on the scheduling period 𝑁𝑘. Note that
the calculation of the 𝑅∗

𝑘 is made independently for each CE
UE to maximize the individual CE UEs’ goodput and, hence,
also to maximize the sum goodput of all UEs. The dynamic
setting of the amount of the HARQ pre-allocated RBs also
minimizes the unexploited pre-allocated resource in case of
free-error delivery data.

The formulated problem can be classified as a nonlinear
integer programming problem. The reason is that the depen-
dence of goodput on the amount of pre-allocated resources is
non-linear with respect to the channel quality experienced by
individual UEs. Moreover, both the objective function and the
constraints are integer (discreet) variables as: i) the goodput
in objective function strictly depends on selected coding rate
and modulation and is limited to several discreet values (see
(5)), and ii) constraints on the scheduling period 𝑁 and the
number of pre-allocated resource blocks for HARQ are also
integer variables.

In general, the resource allocation formulated as nonlinear
integer problem is usually solved by various deterministic
algorithms [24] [25] [26] [27] [28] or evolutionary algorithms
[9] [29] [30] [31]. The main limitation of the deterministic
algorithms is a huge complexity, since finding the optimal
solution in a large search space is infeasible while limiting
the search to only a subset of the search space results in

Fig. 2: High-level overview of the HARQ resource pre-
allocation when the number of pre-allocated RBs is equal to,
lower than, and larger than the actual number of RBs required
by the HARQ process.

a poor and far from optimal solution [32]. Moreover, the
uncertainty in the channel quality in the future (several TTIs
for which the pre-allocation of resources for HARQ is done)
adds another dimension to the complexity. Hence, utilizing
such deterministic algorithms would make our proposal com-
putationally complex, time-consuming, and impractical, espe-
cially for large-scale problems with multiple UEs. Therefore,
the deterministic algorithms would not be a good fit for
our problem, which demands swift and instantaneous pre-
allocation scheduling decisions for the available resources in a
horizon of milliseconds. Along similar lines, the evolutionary
algorithms are not suitable for our problem as these are known
to suffer from slow convergence [33].

In contrast to these traditional tools, the heuristic algorithms
can be designed to be fast, because they do not require a
complete search in the search space [32]. Thus, the heuristic al-
gorithms are practical, serving as fast and feasible solutions for
planning and scheduling problems (i.e., see [32]) as targeted
in our work (i.e., finding the 𝑅∗

𝑘). Therefore, we adopt the
heuristic approach to solve the defined optimization problem.
The proposal is described in detail in the following section.

IV. DYNAMIC RESOURCE PRE-ALLOCATION FOR THE HARQ
This section describes the proposed approach for the HARQ

resource pre-allocation in the C-RAN based on the hierarchical
scheduler. We tackle in this work the resource pre-allocation
problem specifically for the CE UEs, since the retransmissions
for the nCE UEs are handled directly by the RRHs, as
explained in [20] [21]. Furthermore, the resource scheduling
decision for the nCE UEs is not negatively impacted by the
fronthaul delay. We first outline a high-level principle of the re-
source pre-allocation for the CE UEs’ HARQ retransmissions.
Then, we describe two proposed approaches for determining
the number of pre-allocated RBs for the CE UEs’ HARQ
retransmissions.

A. High-level principle
Let us first illustrate the possible scenarios that can occur

during the pre-allocation of resources for the CE UEs’ HARQ
and discuss the motivation behind the proposed work. To
cope with the fronthaul delay affecting the HARQ process
of the CE UEs, a part of RBs is pre-allocated in the BBU
for any retransmission needs of all CE UEs transmitting data
at any given TTI. Based on the amount of pre-allocated RBs
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in comparison with the actual required RBs for the HARQ
retransmissions, we can distinguish three scenarios (see Fig.2):
∙ 1. scenario: The pre-allocated amount of RBs is precisely

equal to the amount of actually required RBs. Thus, there
are no further actions to be taken since the number of pre-
allocated RBs exactly matches the required RBs.

∙ 2. scenario: The C-Sc at the BBU pre-allocates an insuffi-
cient number of RBs for retransmitting all erroneous data
transport blocks. Consequently, some of the retransmitted
data is delivered with an additional delay due to the fron-
thaul, as the HARQ process, in this scenario, is performed
in the C-Sc at the BBU instead of the D-Sc in the RRHs.
This additional delay postpones the retransmission process
to later TTIs and increases the overall delay. The situation
is getting even more critical for delay-sensitive services,
such as URLLC in 5G mobile networks [34]. For such
services, the retransmitted data transport blocks might even
get rejected once the data retransmission deadline is expired
due to the introduced additional delay in the HARQ process.

∙ 3. scenario: The C-Sc pre-allocates too many RBs for
CE UEs’ HARQ retransmissions. This scenario alleviates
the bottleneck of additional HARQ delay and reduces the
probability that some retransmitted data transport blocks are
not delivered in time. However, relatively, a lower number
of RBs remains available for the new data transmission
of UEs (both CE UEs and nCE UEs) due to the over-
booking of scheduling resources for the CE UEs’ HARQ
retransmissions.
In order to rectify the problem of the HARQ resource pre-

allocation and estimate a proper number of RBs in the C-
RAN with the hierarchical scheduler, we propose a flexible
and dynamic resource pre-allocation approach based on the
estimated retransmission requirements of individual CE UEs.
The following subsection illustrates the proposed framework
and details the resource pre-allocation principle.

B. The proposed pre-allocation of resources for HARQ re-
transmissions

This section describes the proposed solution for estimating
the number of pre-allocated RBs for any possible retrans-
missions of the 𝑘-th CE UE, 𝑅∗

𝑘. The value of 𝑅∗
𝑘 is set

independently for each CE UE based on the individual CE
UEs’ retransmissions needs. The number of retransmissions
is set up to a pre-defined maximum limit, 𝛿𝑚𝑎𝑥. Note that
the value of 𝑅∗

𝑘 is not set only for a single TTI but for 𝑁𝑘consecutive TTIs (i.e., for the whole scheduling period of the
𝑘-th CE UE).

In order to estimate the 𝑅∗
𝑘, part of our proposal is to predict

the evolution of individual CE UEs’ CSI. This prediction is
exploited via the Auto-regressive Integrated Moving Average
model (ARIMA) [35]. Compared with other statistical models,
such as the exponential smoothing model and the moving
average algorithm, the ARIMA makes the prediction process
more reliable and flexible [36]. Fundamentally, the ARIMA
model is defined by a combination of coefficients 𝑝, 𝑑, and
𝑞 representing the order of the autoregressive model, the
degree of differencing, and the order of the moving-average

model, respectively. This combination of ARIMA coefficients
is adjusted individually for each CE UE based on extensive
experiments on CE UE’s CSI (see [21] for more details). To
assess the combinations of coefficients for individual CE UEs
(i.e., 𝑝𝑘, 𝑑𝑘, and 𝑞𝑘), we exploit the Bayesian information
criterion (BIC) [37]. The combination of coefficients achieving
the lowest BIC is selected for the CE UE’s CSI prediction
process [37]. Note that the selected BIC (lowest BIC) contains
the maximum likelihood estimation, which penalizes free
parameters to combat overfitting. After individual CE UEs’
CSI is predicted, the block error rate (BLER) and then the
required resources for any retransmission at any given TTI
(i.e., 𝑅∗

𝑘) can be estimated.

The value of the 𝑅∗
𝑘 depends on three distinct parameters: i)

the length of the scheduling period of the 𝑘-th CE UE, 𝑁𝑘, ii)
the number of required retransmissions for the 𝑘-th CE UEs,
𝛿𝑘, where 0 ≤ 𝛿𝑘 ≤ 𝛿𝑚𝑎𝑥, and iii) the number of pre-allocated
RBs for each retransmission (i.e., 𝜏 retransmission) at the 𝑛-th
TTI, 𝑅𝜏𝑘,𝑛, where 𝑅∗

𝑘,𝑛 = ∑𝛿𝑘
𝜏=1𝑅

𝜏
𝑘,𝑛 ∀ 𝜏 ∈ (1, 2, . . . , 𝛿𝑘). Let us

investigate these three parameters in more detail. First is the
scheduling period’s length 𝑁𝑘, which is determined according
to the individual CE UEs’ channel quality information, as
introduced in our prior work [21]. Second, the number of
required retransmissions, 𝛿𝑘, which depends on the loss rate
of the data transport blocks. The loss rate is calculated based
on the CE UE’s MCS, which is set to keep the BLER below a
certain threshold. Third and lastly, the number of pre-allocated
RBs for each retransmission, 𝑅𝜏𝑘,𝑛. The 𝑅𝜏𝑘,𝑛 can be variant for
each retransmission since the adaptive HARQ retransmission
is assumed in our proposal, as explained in the system model.

Based on the parameters mentioned above for estimating the
𝑅∗
𝑘 (i.e., 𝑁𝑘, 𝛿𝑘, and 𝑅𝜏𝑘,𝑛), we can categorize our proposed

solution into two distinct aspects: 1) the CE UE’s error
rate, and 2) the CE UE’s scheduling period. Both aspects
are described vividly in the following sub-sections. Then,
both aspects are combined to make the HARQ resource pre-
allocation estimation more precise.

1) The error rate aspect:
In this subsection, we determine the amount of the pre-

allocated resource for the HARQ based on the individual CE
UEs’ error rate. The individual CE UEs’ error rate is one of
the primary data transmission metrics influencing the average
number of retransmissions for a successful data transport
block delivery. Each transmission/retransmission is defined by
a delivery state 𝑆 so that 𝑆 = 1 for the data packet received
correctly and 𝑆 = 0 for delivery with error(s). Hence, the
resulting amount of pre-allocated resources in this aspect, 𝑅𝑒𝑟𝑘 ,
can be derived via the Bernoulli random variable and the
Poisson Binomial Distribution [38]. Since the received data
transport block of the 𝑘-th CE UE has a delivery state at
every TTI along the scheduling period 𝑁𝑘, it can be written
as a vector 𝑉𝑘 in such that: 𝑉𝑘 = {𝑆1, ..., 𝑆𝑁𝑘

}. We define all
possible combinations of delivery states (i.e., vectors) of the
𝑘-th CE UE with the scheduling period 𝑁𝑘 as a sample space
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(𝑆𝑆𝑁𝑘
) in such that:

𝑆𝑆𝑁𝑘
= {𝑉 1

𝑘 , ..., 𝑉
𝑒
𝑘 , ..., 𝑉

𝑄𝑘
𝑘 } =

⎛

⎜

⎜

⎜

⎜

⎝

𝑆1
1 𝑆1

2 ⋯ 𝑆1
𝑁𝑘

𝑆2
1 𝑆2

2 ⋯ 𝑆2
𝑁𝑘

⋮ ⋮ ⋱ ⋮
𝑆𝑄𝑘1 𝑆𝑄𝑘2 ⋯ 𝑆𝑄𝑘𝑁𝑘

⎞

⎟

⎟

⎟

⎟

⎠

(7)
where 𝑒 ∈ {1, 2, ..., 𝑄𝑘} is defined as a single vector outcome
out of 𝑄𝑘 = 2𝑁𝑘 possible vectors for 𝑁𝑘 TTIs. Note that
the selected vector of the delivery states of the 𝑘-th CE UE,
𝑉 𝑠
𝑘 , over other outcome vectors in the 𝑆𝑆𝑁𝑘

depends on the
predicted BLER of individual CE UEs at every TTI along
the scheduling period, 𝑁𝑘. Hence, the amount of HARQ pre-
allocated resources for the selected 𝑉 𝑠

𝑘 is estimated as:
𝑅[𝑉 𝑠

𝑘 ] =
∑𝑁𝑘

𝑛=1
𝑉 𝑠
𝑘,𝑛𝑅

𝜏
𝑘,𝑛 (8)

where 𝑅[𝑉 𝑠
𝑘 ] represents the number of pre-allocated RBs for

HARQ along 𝑁𝑘 TTI in case part, or all of data transport
blocks of the 𝑘-th CE UE are received with an error. Note that
the 𝑅𝜏𝑘,𝑛 is estimated based on the predicted future evolution of
the individual CE UEs’ CSI at each TTI along the scheduling
period, 𝑁𝑘.

Let us discuss the way to estimate 𝑅𝑒𝑟𝑘 . Since the probability
of error of individual CE UEs’ is randomly distributed along
the scheduling period 𝑁𝑘, we exploit the Poisson Binomial
Distribution (PBD) to estimate the error probability distribu-
tion of the vector 𝑉 𝑠

𝑘 for the 𝑘-th CE UE. Fundamentally in
the PBD, two subsets of vectors are defined from the 𝑆𝑆𝑁𝑘

;
𝑎𝑘 and 𝑎𝑐𝑘. The subset 𝑎𝑘 is understood as a collection of
vectors that occur for the 𝑘-th CE UE with the scheduling
period equal to 𝑁𝑘. The subset 𝑎𝑐𝑘 (i.e., 𝑎𝑐𝑘 = {𝑆𝑆𝑁𝑘

− 𝑎𝑘})is complementary to 𝑎𝑘 and includes vectors that are not
occurring for the 𝑘-th CE UE with the same scheduling period,
𝑁𝑘. The occurred and not occurred vectors in the respective
subsets 𝑎𝑘 and 𝑎𝑐𝑘 depend on the error rate for each vector
in the 𝑆𝑆𝑁𝑘

, 𝜂𝑘,𝑒, and a pre-defined error rate threshold, 𝜓 .
The value of the 𝜂𝑘,𝑒 is expressed as 𝜂𝑘,𝑒 = ∏𝑁𝑘

𝑛=1 𝜑𝑘,𝑒,𝑛, where
𝜑𝑘,𝑒,𝑛 is the predicted BLER for the vector 𝑒 at every TTI along
the scheduling period 𝑁𝑘 of the 𝑘-th CE UE. Notice that each
vector in the 𝑆𝑆𝑁𝑘

is indicated by an index: 𝑒. Therefore, we
can define subset 𝐴𝑘 and subset 𝐴𝑐𝑘 as they correspond to the
vectors’ indices in the subset 𝑎𝑘 and the subset 𝑎𝑐𝑘, respectively.
Based on that, the classification of the vectors’ indices either
belonging to subset 𝐴𝑘 or subset 𝐴𝑐𝑘 subset as:

𝜂𝑘,𝑒 =

{

𝜂𝑘,𝑖 if 𝜂𝑘,𝑒 ≥ 𝜓𝑁𝑘
∀ 𝑖 ∈ 𝐴𝑘

𝜂𝑘,𝑗 if 𝜂𝑘,𝑒 < 𝜓𝑁𝑘
∀ 𝑗 ∈ 𝐴𝑐𝑘

(9)

where the 𝑖, and 𝑗 refer to the individual vectors’ indices within
the subset 𝐴𝑘 and subset 𝐴𝑐𝑘, respectively. The value of the
𝜓𝑁𝑘

for the scheduling period 𝑁𝑘 is determined based on
the average of the experienced vectors’ error rate over a long
period of time so that:

𝜓𝑁𝑘
= 𝜂𝑘,𝑒(𝑇𝑠|𝑁𝑘) (10)

where 𝑇𝑠|𝑁𝑘 is the communication session period when the
scheduling period length is equal to 𝑁𝑘. The communication

session period, i.e., 𝑇𝑠, is defined as the period of time (in
seconds) for a series of interactions between two communica-
tion endpoints (i.e., UE and RRH/BBU) that occur during the
span of a single connection. Note that the 𝜓𝑁𝑘

is calculated
independently for each scheduling period, and then it varies
depending on the 𝑁𝑘. Hence, the error probability distribution
of the vector 𝑉 𝑠

𝑘 for the 𝑘-th CE UE is written as follows:

𝑃𝑘[𝑉 == 𝑉 𝑠
𝑘 ] =

∑

𝐴𝑘

∏

𝑖∈𝐴𝑘
𝜂𝑘,𝑖

∏

𝑗∈𝐴𝑐𝑘
(1 − 𝜂𝑘,𝑗) (11)

Then, the number of pre-allocated scheduling resources for
the HARQ over 𝑁𝑘 TTI is calculated as:

𝑅𝑒𝑟𝑘 = 𝑃𝑘[𝑉 𝑠
𝑘 ] 𝑅[𝑉

𝑠
𝑘 ] (12)

The proposed pre-allocation based on the error rate aspect
is summarized in Algorithm 1. Note that the algorithm is
illustrated for any 𝑘-th CE UE. The algorithm starts with
definition of 𝑆𝑆𝑁𝑘

matrix in line with (7) giving all possible
combinations of delivery states (i.e., vectors) of the 𝑘-th CE
UE with the scheduling period 𝑁𝑘 (see line 1 in Algorithm 1).
Based on 𝑆𝑆𝑁𝑘

matrix, the amount of HARQ pre-allocated
resources for the selected vector 𝑉 𝑠

𝑘 (i.e., 𝑅[𝑉 𝑠
𝑘 ]) is calculated

according to (8) (line 2). Then, 𝜂𝑘,𝑒 (i.e., error rate for 𝑉 𝑒
𝑘 )

and 𝜓𝑁𝑘
(i.e., pre-defined error rate threshold of the scheduling

period 𝑁𝑘) is estimated according to (9) and (10), respectively
(line 3). In the next step, the error probability distribution
for any 𝑒-th combination out of 𝑄𝑘 is estimated via the
Poisson Binomial Distribution (lines 4-9). Finally, the number
of pre-allocated scheduling resources for the HARQ, 𝑅𝑒𝑟𝑘 , is
calculated via (12) (line 12).

2) The scheduling period aspect:
Now, let us turn our attention to the scheduling period aspect

for estimating the required pre-allocated resources for HARQ
retransmission(s), 𝑅𝑠𝑝𝑘 . The importance of this aspect comes
from the fact that the CE UE’s scheduling period reflects
two factors in its estimation: 1) the CE UE’s radio channel
dynamicity and 2) the fronthaul delay (see [21] for more
details). Both factors are essential in the way for achieving
network reliability and fulfilling retransmission requirements.

To estimate the number of pre-allocated resources for the
HARQ retransmission of CE UEs, we reformulate the sample
space in (7) into the number of error states, 𝜌, for each vector.

Algorithm 1 The Error Rate Aspect
1: Define matrix 𝑆𝑆𝑁𝑘

in line with (7)
2: Calculate 𝑅[𝑉 𝑠

𝑘 ] according to (8)
3: Estimate 𝜂𝑘,𝑒 and 𝜓𝑁𝑘

via (9) and (10), resp.
4: for 𝑒 = 1 ∶ 𝑄𝑘 do
5: if 𝜂𝑘,𝑒 ≥ 𝜓𝑁𝑘

then
6: 𝑒 ∈ 𝐴𝑘
7: else if 𝜂𝑘,𝑒 < 𝜓𝑁𝑘

then
8: 𝑒 ∈ 𝐴𝑐𝑘
9: end if

10: end for
11: Estimate 𝑃𝑘[𝑉 𝑠

𝑘 ] according to (11)
12: Calculate 𝑅𝑒𝑟𝑘 according to (12)
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In other words, the error state 𝜌 indicates the number of TTIs
in which the errors occur for the individual CE UEs along
𝑁𝑘 TTIs. It means the sample space of error states, 𝐸𝑆, is
expressed as: 𝐸𝑆 = {0, 1, ..., 𝜌, ..., 𝑁𝑘}. Hence, the case 𝜌 = 0
indicates an error-free transmission event(s) over the 𝑁𝑘, and
the case 𝜌 = 𝑁𝑘 refers to the event(s) with an error in each TTI
within the scheduling period 𝑁𝑘. Then, the probability mass
function of the error for each 𝜌 in the 𝐸𝑆 with 𝑁𝑘 scheduling
period of the 𝑘-th CE UE is:

𝑃𝑘,𝑁𝑘
(𝜌) =

∏

𝜗𝜌
𝑃 (𝜂𝑘,𝑒) (13)

where 𝜗𝜌 represents the group of vectors that have the same
number of errors 𝜌 in such that 𝜗𝜌 = 𝑆𝑆𝑁𝑘

[𝐸𝑆 == 𝜌], and
𝑃 (𝜂𝑘,𝑒) is the probability of the vector’s error rate, which is
calculated as:

𝑃 (𝜂𝑘,𝑒) =
∏𝑁𝑘

𝑛=1
𝑃 (𝜑𝑘,𝑒,𝑛) (14)

where 𝑃 (𝜑𝑘,𝑒,𝑛) is the probability of BLER at every 𝑛 TTI
within 𝑁𝑘 for the vector 𝑒. The size of the 𝜗𝜌 is indicated by
Υ𝜌, and represents the number of vectors that have the same
number of erroneous TTI, i.e., 𝜌. Each vector in the 𝜗𝜌 is
indicated by 𝑉 𝑞

𝑘,𝜗𝜌
, where 𝑞 is the vector index in the 𝜗𝜌 in

such that: 𝜗𝜌 = {𝑉 1
𝑘,𝜗𝜌

, ..., 𝑉 𝑞
𝑘,𝜗𝜌

, ..., 𝑉
Υ𝜌
𝑘,𝜗𝜌

}. Each 𝑉 𝑞
𝑘,𝜗𝜌

requires
a number of pre-allocated RBs for the HARQ retransmissions
as estimated in (8). Hence, the number of pre-allocated RBs
required for the HARQ of the 𝑘-th CE UEs with the scheduling
period, 𝑁𝑘 and 𝜌 erroneous TTI is written as follows:

𝑅𝑘,Υ𝜌 = 𝑅{𝑉 1
𝑘,𝜗𝜌

, ..., 𝑉 𝑞
𝑘,𝜗𝜌

, ..., 𝑉
Υ𝜌
𝑘,𝜗𝜌

} (15)
where 𝑅𝑘,Υ𝜌 is the average number of pre-allocated RBs for
every 𝑉 𝑞

𝑘,𝜗𝜌
in 𝜗𝜌. Based on the selected number of erroneous

TTI, 𝜌𝑠, the number of pre-allocated RBs is estimated. The
selected 𝜌 of the 𝑘-th CE UE, 𝜌𝑠𝑘, for a received data transport
block depends on the predicted BLER of individual CE UEs at
every TTI along the scheduling period, 𝑁𝑘. Then, the number
of pre-allocated RBs for the HARQ over 𝑁𝑘 TTI with 𝜌𝑠𝑘errors is calculated as:

𝑅𝑠𝑝𝑘 = 𝑅𝑘,Υ𝜌𝑠𝑘
𝑃𝑘,𝑁𝑘

(𝜌𝑠𝑘) (16)
The proposed solution for the scheduling period aspect is

managed by Algorithm 2 as follows. First, the sample space
𝑆𝑆𝑁𝑘

defined in (7) is reformulated into the number of
error states 𝜌 (line 1 in Algorithm 2). Then, the probability
mass function of the error for each 𝜌 (i.e., 𝑃𝑘,𝑁𝑘

(𝜌)) and the
probability of the vector’s error rate (𝑃 (𝜂𝑘,𝑒)) is estimated
in (13) and (14), respectively (lines 2-3). Based on that, the
number of pre-allocated RBs required for the HARQ of the

Algorithm 2 The Scheduling Period Aspect
1: Reformulate the sample space in (7) into 𝜌
2: Calculate 𝑃𝑘,𝑁𝑘

(𝜌) according to (13)
3: Estimate 𝑃 (𝜂𝑘,𝑒) according to (14)
4: Estimate 𝑅𝑘,Υ𝜌 according to (15)
5: Calculate 𝑅𝑠𝑝𝑘 from (16)

𝑘-th CE UEs with all possibilities of errors 𝑅𝑘,Υ𝜌 ) is estimated
according to (15). Finally, 𝑅𝑠𝑝𝑘 is calculated in line with (16).

3) Joint optimization of the aspects:
This subsection describes the combination of both HARQ

resource’s pre-allocation approaches presented in previous
subsections (i.e., the error rate aspect and the scheduling
period aspect) in order to make the estimation more precise.
Following three cases of the HARQ resource pre-allocation
can take place: i) 𝑅𝑒𝑟𝑘 = 𝑅𝑠𝑝𝑘 , ii) 𝑅𝑒𝑟𝑘 > 𝑅𝑠𝑝𝑘 , and iii) 𝑅𝑒𝑟𝑘 < 𝑅𝑠𝑝𝑘 .

The first case explains when pre-allocation estimation out-
comes are identical in both aspects (i.e., 𝑅𝑒𝑟𝑘 = 𝑅𝑠𝑝𝑘 ); therefore,
no further action is needed since the number of pre-allocated
RBs is validated by both aspects. For the second case (i.e.,
𝑅𝑒𝑟𝑘 > 𝑅𝑠𝑝𝑘 ), we pre-allocate the larger of both values (i.e.,
𝑅𝑒𝑟𝑘 ) since the amount and placement of erroneous TTI are es-
timated in advance (i.e., the selected vector, 𝑉 𝑠

𝑘 ). The solution
for the third case is quite different since the larger value, i.e.,
𝑅𝑠𝑝𝑘 , shows only the number of erroneous TTIs and does not
contain information on which TTI the erroneous data is placed
(i.e., the selected number of erroneous TTI, 𝜌𝑠). Therefore,
we initially pre-allocate the number of resources indicated in
𝑅𝑒𝑟𝑘 . Then, in addition, the difference in the number of pre-
allocated RBs between 𝑅𝑒𝑟𝑘 and 𝑅𝑠𝑝𝑘 , which is denoted as 𝑅𝑑𝑘 :
𝑅𝑑𝑘 = 𝑅𝑠𝑝𝑘 − 𝑅𝑒𝑟𝑘 , is also considered for the HARQ needs.
In other words, the number of resources 𝑅𝑑𝑘 is pre-allocated
as shared resources for any 𝑘-th CE UE retransmission needs.
This way, we can fulfill all CE UEs’ retransmissions needs and,
simultaneously, improve the scheduling resource utilization
since the shared pre-allocated resources (i.e., 𝑅𝑑𝑘) can be fully
re-scheduled in case of CE UEs’ error-free data delivery.

Thus, the number of pre-allocated RBs for the HARQ in
the 𝑡-th TTI is determined as follows:

𝑅∗
𝑘,𝑡 = max

𝑛=𝑁𝑘
{𝑅𝑒𝑟𝑘 , 𝑅

𝑠𝑝
𝑘 } (17)

Finally, the total amount of pre-allocated resources for the
HARQ retransmissions of all CE UEs over a communication
session period, 𝑇𝑆 , is:

𝑅∗ =
∑𝑇𝑠

𝑡=1

∑𝐾𝐶𝐸
𝑘=1

𝑅∗
𝑘,𝑡 (18)

The integration of both aspects of the proposal is managed
by Algorithm 3. At the beginning, the initialization of the
algorithm is done by setting 𝑁𝑚𝑎𝑥, 𝑅𝑚𝑎𝑥, 𝛿𝑚𝑎𝑥, and 𝐾𝐶𝐸representing the maximum length of the scheduling period, the
maximum number of resources available for pre-allocation, the
maximum number of possible retransmissions, and the total
number of CE UEs, respectively (see line 1 in Algorithm 3).
After that, the centralized scheduling period 𝑁𝑘 is estimated
for all CE UEs (line 2). Then, Algorithm 1 and Algorithm 2
are executed to obtain 𝑅𝑒𝑟𝑘 and 𝑅𝑠𝑝𝑘 , respectively (lines 4-5).
In the sequel, the following two cases of the HARQ resource
pre-allocation can take place: i) 𝑅𝑒𝑟𝑘 ≥ 𝑅𝑠𝑝𝑘 or ii) 𝑅𝑒𝑟𝑘 < 𝑅𝑠𝑝𝑘 .
Based on this, 𝑅∗

𝑘 is calculated for the 𝑘-the CE UE (lines
6-10). The steps in lines 3-11 are repeated for each 𝑘-th CE
UE. Finally, the overall number of pre-allocated resources 𝑅∗

are calculated based on (18) (line 12).
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Algorithm 3 Joint Optimization of Aspects
1: Initialization: 𝑁𝑚𝑎𝑥, 𝑅𝑚𝑎𝑥, 𝛿𝑚𝑎𝑥, 𝐾𝐶𝐸
2: Estimate 𝑁𝑘 ∀ 𝑘
3: for 𝑘 = 1 ∶ 𝐾𝐶𝐸 do
4: Execute Algorithm 1 for k-th CE UE (obtain 𝑅𝑒𝑟𝑘 )
5: Execute Algorithm 2 for k-th CE UE (obtain 𝑅𝑠𝑝𝑘 )
6: if 𝑅𝑒𝑟𝑘 ≥ 𝑅𝑠𝑝𝑘 then
7: 𝑅∗

𝑘,𝑡 ⟸ 𝑅𝑒𝑟𝑘
8: else if 𝑅𝑒𝑟𝑘 < 𝑅𝑠𝑝𝑘 then
9: 𝑅∗

𝑘,𝑡 ⟸ 𝑅𝑠𝑝𝑘
10: end if
11: end for
12: Calculate 𝑅∗ according to (18)

C. Discussion on suitability of various types of HARQ
In this section, we discuss a suitability of our proposal for

various HARQ types and we outline any potential modifica-
tions that need to be done. In general, the HARQ types can
be classified according to several criteria:
∙ Synchronous vs. asynchronous HARQ - In the synchronous

HARQ, each HARQ process occurs at predefined times
relative to the initial transmission. Thus, signaling of the
HARQ process number is unnecessary and can be inferred
from transmission timing. In the asynchronous HARQ, the
retransmissions can occur at any time. Thus, the HARQ
process number is necessary to correctly associate each
retransmission with the corresponding initial transmission.
In other words, the main difference for both HARQs is
the retransmission timing. In our work, we adopt the asyn-
chronous HARQ, since it is used in 5G networks [10]. Still,
our proposal can be easily adapted also for the synchronous
HARQ and only time of individual retransmissions may
need to be changed for the synchronous HARQ while the
number of pre-allocated resources is unaffected.

∙ Adaptive vs. non-adaptive HARQ – The adaptive HARQ
allows to change modulation, coding rate, or number of
resource blocks for retransmissions while the non-adaptive
HARQ keeps these parameters the same as for the first
transmission. In our work, we assume adaptive HARQ
process, since it is used in 5G (please see [10]). As
the result, the number of pre-allocated resource blocks is
modified with respect to initial transmission depending on
the current channel quality. In principle, even the non-
adaptive HARQ process can be utilized for our proposal.
In this case, however, the number of pre-allocated resource
blocks for individual retransmissions should be the same as
in case of the initial transmission of data.

∙ HARQ type I-III – In HARQ type I (chase combining),
the same information and parity bits are retransmitted each
time. In HARQ Type II (incremental redundancy), multiple
different sets of code bits are generated for the same
information bits used in each transmission. The HARQ type
III is based on HARQ type II, but each retransmitted packet
is self-decodable. In our work, we do not specify HARQ
type, as these rather relates to the physical layer and, thus,
are not relevant to the proposed pre-allocation of resource

targeting higher layers. Hence, all three HARQ types can
be used for our proposal.

V. PERFORMANCE EVALUATION
The performance is evaluated in the MATLAB system-

level simulator. To this end, the simulation setup, competi-
tive algorithms, and performance metrics are introduced in
the following subsections. Then, the simulation findings are
presented and comprehensively discussed.

A. Simulation scenario
We assume a square area of 1000x1000 m encompassing

a single BBU located in the middle, up to 100 RRHs, and
200 UEs deployed randomly with uniform distribution. Each
UE is associated to the RRH providing the highest SINR.
In this work, we implement the 3GPP 5G-compliant model
described in [39]. The orthogonal frequency division mul-
tiple access is assumed for the downlink transmission. The
channel between any UE and RRH, including shadowing and
fast fading, is modeled according to the Urban Micro-cell
model [40] with mixed Line-Of-Sight (LOS) and Non-LOS
communication (see [41]). We adopt ICIC, as explained in
[22], for interference management.

We assume a realistic fronthaul with the latencies between
0 ms to 30 ms in line with the Small Cell Forum model [43],
which is widely adopted by researchers. The proportional fair
scheduler [44] is adopted as a basis for resource scheduling
among the UEs, as this scheduler provides an adequate trade-
off between network goodput and fairness [45]. For the traffic
model, we select the full buffer model to examine the perfor-
mance of our proposal under heavy-load network conditions.

The BLER calculation is based on the Cyclic Redundancy
Check (CRC) evaluation, which is attached to transport blocks
to detect the error at the receiver side (i.e., UE). The incre-
mental redundancy (IR) HARQ with a 1/3 turbo encoder is
considered. The reason behind adopting IR-HARQ is its higher
coding gain compared to the chase combining HARQ [46].
The retransmitted data transport blocks are sent with an initial
coding rate of 1/2 or 3/4, and the maximum number of simul-
taneous downlink HARQ processes is limited to 8 [39]. The
HARQ adopts the N-channel stop-and-wait protocol, offering
low buffering requirements and low acknowledgment (ACK)
/ negative acknowledgment (NACK) feedback overhead. In
particular, the data packet must be delivered with a packet
error rate (PER) of less than 10−5, either with or without
retransmission(s), as detailed in [41].

The HARQ RTT is scaled by the TTI length, which is
assumed as the default time unit in this work. The TTI length
depends on the number of OFDMA symbols and the subcarrier
spacing of the OFDMA modulation is 𝑡𝑇𝑇 𝐼 = 𝑁𝑆 (1∕Δ𝑓 +
𝑡𝐶𝑃 ), where 𝑁𝑆 is the number of OFDMA symbols per
TTI, Δ𝑓 represents subcarrier spacing, and 𝑡𝐶𝑃 stands for
the duration of a cyclic prefix. We adopt a common system
configuration with the carrier spacing equal to 15kHz and the
normal duration of 𝑡𝐶𝑃 equal to approximately 4.7 us. Hence,
considering 14 OFDMA symbols per one TTI, the length of
each TTI is equal to 1 ms. Note that the proposal can be
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TABLE I: Parameters and sitting for the paper simulation
Parameters Values

Simulation scenario 3GPP Urban Microcell scenario [40]
Carrier frequency 2 GHz
System bandwidth 20 MHz (200 RBs)

Number of BBU, RRH, UEs 1, up to 100, 200
𝛼𝐶 1.2

RRH transmit power 27 dBm
Number of retransmissions up to 3 attempts

TTI length 1 ms
HARQ RTT 8 TTI

Co-channel fading model Rayleigh and Rician fading [42]
Lognorm shadowing std. dev. 4 dB for LOS, 7.82 dB for NLOS [40]

Scheduler Proportional fair
Antenna configuration Single input single output

Fronthaul delay 0; 2; 5; 10; 20; 30 ms [43]
Centralized sched. period 1; 5; 10; 15; 20 ms

adapted for any sub-carrier spacing and any TTI defined for
5G networks (see Table I in [47] with 5G numerologies).

Our proposed resource pre-allocation approach focuses on
one part of RTT: decreasing the retransmission delay part.
Since we propose HARQ retransmission at the RRH instead
of the BBU, our proposal shortens the retransmission delay by
at least double fronthaul. Note that the retransmission delay
is understood as an additional delay caused by data transport
blocks needing retransmission(s). It means the other HARQ
RTT components are considered negligible for this purpose.
Because the 5G networks have scalable TTIs, we assume 1 ms
as a TTI length in this work. Since our proposal pre-allocates
part of the scheduling resources for individual CE UEs’ HARQ
needs at RRH(s) for immediate retransmission(s) without
the BBU intervention, any retransmission(s) is admitted and
scheduled during individual CE UEs’ scheduling period (i.e.,
𝑁𝑘). Otherwise, the data packet is assumed to be lost.

Table I lists the simulation scenarios and parameters.

B. Competitive algorithms and performance metrics
To show the gain of the proposal, we compare the results of

the proposed scheduling with related competitive approaches.
The proposed scheduling settings comprise: i) the scheduling
period selection, as explained in [20] [21], and ii) the dynamic
pre-allocation of resources for HARQ retransmission, as pro-
posed in this work. Following approaches are compared:
1) Centralized scheduler (CS): The conventional scheduling

process is done only at the BBU for all UEs without any
functional split (i.e., split options 6-8 acc. to 3GPP [48]).

2) Partially–Distributed Scheduler (PDS): The conventional
scheduling is performed at either the BBU or the partially
distributed radio aggregation units (RAU) depending on
the individual UEs’ fronthaul delay, as proposed in [49].
Since the authors in [49] do not specify any deployment
scheme of the RAUs, a realistic case with the RAUs are
collocated with the underlying RRH closest to the cluster’s
center of all underlying RRHs is assumed.

3) Hierarchical scheduler (HS): The conventional hierarchical
scheduler based on our previous works [20] [21], where
only fixed pre-allocation of resources for the HARQ pro-

cess is done. This way, we demonstrate the impact of the
proposed dynamic pre-allocation.

4) CS - Proposal: The conventional 𝐶𝑆 implemented with our
proposed scheduling settings (i.e., dynamic pre-allocation
of resources for HARQ retransmissions).

5) PDS - Proposal: The conventional 𝑃𝐷𝑆 implemented with
our proposed scheduling settings.

6) HS - Proposal: The conventional 𝐻𝑆 implemented with
our proposed scheduling settings.

7) H𝑆 − 𝑂𝑝𝑡𝑖𝑚𝑢𝑚: We also show a theoretical upper bound
of the hierarchical scheduler in terms of network goodput
and the CE UEs goodput. The scheduling settings are
dynamic and optimally adjusted for individual CE UEs.
The HS-Optimum comprises two parts: i) an estimation
of the optimal scheduling period length, 𝑁𝑜𝑝𝑡, and ii)
estimation of the optimal amount of pre-allocated resources
for the HARQ process 𝑅∗

𝑜𝑝𝑡, while perfect prediction of
the future signal characteristic for the monitored period
(50 ms in our case) is assumed for estimation of both.
The first part, 𝑁𝑜𝑝𝑡, is determined individually for each
CE UE according to its "channel dynamicity". The channel
dynamicity is understood as a significance of the changes
in CQI per a monitored period of time. In general, the
more significant the CQI changes within the monitored
period, the lower 𝑁 is set for the CE UE and vice
versa. To find 𝑁𝑜𝑝𝑡, we subsequently set the scheduling
period 𝑁 from 1 to 𝑁𝑚𝑎𝑥 and 𝑁 yielding the maximum
goodput is selected as the optimal individually for each CE
UE. Regarding the second part, the HS-Optimum always
pre-allocates the exact amount of RBs needed for any
retransmission (please see 1. scenario in Fig. 2 representing
the ideal pre-allocation). Even though the HS-Optimum
cannot be determined in real-world networks, it represents
the upper bound performance and allows us to demonstrate
the efficiency of the proposed solutions.

The performance of the competitive solutions and the proposed
algorithms are assessed by four performance metrics:
1) Network goodput: Sum goodput over both CE UEs and

nCE UEs. The calculation of network goodput is based
on (5). Note that the signaling overhead (i.e., 𝑂𝐻𝑘 in
(5)) is also taken into consideration when the goodput
is estimated. Basically, the overhead size usually varies
between 7% and 14% of the downlink subframe size.

2) CE UEs goodput: Sum goodput only over the CE UEs for
whom the proposal is tailored specifically.

3) Downlink transport block loss rate: The ratio of data
transport blocks not retransmitted to the CE UEs within
8 consecutive TTI due to a lack of scheduling resources
divided by the total number of received transport blocks.

4) MAPE: The evaluation of the number of pre-allocated
RBs accuracy of the paper proposal compared to other
counterparts (see (4) for the calculation of the MAPE).

C. Simulation results
This subsection summarizes the paper’s findings and con-

tributions made. Let us start with the impact of the fronthaul
delay on the goodput of all UEs (i.e., the network goodput)
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as Fig. 3a, and also on the goodput of only CE UEs (see
Fig. 3b). Disregarding the scheduler type, both the network
goodput and the CE UEs goodput gradually decrease with
the fronthaul delay increasing. This is because the fron-
thaul delay postpones the required scheduling information,
i.e., channel quality reports and delivery of the scheduling
decision to the RRHs. The fronthaul delay impairs the PDS,
CS, and HS approaches’ goodput (i.e., the CE UEs and
the network) more significantly with respect to the proposed
ones (PDS - Proposal, CS - Proposal, and HS - Proposal),
especially for higher fronthaul delays. More specifically, for
the PDS, CS, and HS approaches, the network goodput and
the CE UEs goodput are notably decreased compared to the
optimum hierarchical scheduler approach (i.e., HS - Optimum)
by up to 39% if the fronthaul delay is increased from 0 to
30 ms (see Fig. 3). At the same time, the performance gap
between HS - Proposal and HS - Optimum is only by up to
2%. The gain of the hierarchical scheduler is attained via an
efficient suppression of the negative fronthaul delay impact
as the centralized scheduling decision can be adjusted in the
RRHs for the nCE UEs in case the fronthaul delay leads to a
notable change in the channel quality. At the same time, the
CE UEs can still benefit from ICIC gain, as these are scheduled
solely by the BBU.

Another important finding is that the HS - Proposal outper-
forms the HS by up to 13% for both the network goodput and
the CE UEs goodput (see Fig. 3). Besides, the added value
of our proposal is that we can improve the performance of
conventional approaches, i.e., CS and PDS, if they exploit our
pre-allocation algorithm. In particular, the CE UEs goodput
and the network goodput of CS-Proposal, and PDS-Proposal
approaches outperform the CS, and PDS approaches’ by up to
around 11%. This improvement is because the dynamicity of
the HARQ resource pre-allocation minimizes the probability
of transport blocks getting lost due to the lack of pre-allocated
resources. Moreover, the dynamicity of the HARQ resource
pre-allocation decreases the amount of unexploited resources
since the HARQ pre-allocated resources vary based on the
individual CE UEs’ actual needs. However, in the CS, PDS,
and HS approaches, the amount of the HARQ pre-allocated
resources is fixed. Based on that, the probability of data
transport blocks getting lost due to a lack of resources is
notably increased since there is no flexibility in the amount
of HARQ pre-allocated resources.

The impact of the prolonged scheduling period in the C-
Sc on the network goodput and the CE UEs goodput is
investigated in Fig. 4a and Fig. 4b, respectively. Intuitively,
the longer the scheduling period is, the less signaling overhead
is required. In Fig. 4, we observe that both the network and
the CE UEs goodput increase with the prolonging of 𝑁 until
the maximum goodput is reached at some point. Then, the
goodput starts decreasing. In the first phase (i.e., the goodput
raising phase from 1 ms to 2 ms scheduling period), the
network goodput and the CE UEs goodput are increased as
the signaling overhead related to the scheduling is notably
reduced and more resources remain for new data transmissions.
Moreover, the channel quality for low values of 𝑁 is generally
stable, and the loss in goodput due to a higher error rate
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Fig. 3: Impact of fronthaul delay on the network goodput
(a) and on the CE UEs goodput (b) for centralized, partially
distributed, and hierarchical schedulers (note that 𝑁 is set
dynamically up to 20 ms).

resulting from potentially outdated channel state information
for scheduling is negligible. In the second phase (i.e., the
goodput declining phase from about 2 ms scheduling period
and onward), the goodput starts decreasing gradually with 𝑁
as the impact of outdated channel state information becomes
more significant and dominates the gain introduced by the
overhead saving.

Fig. 4 also indicates that the degradation of goodput in case
of HS - Proposal are suppressed to be below 5% and 2%, if
𝑁 is set to 1 ms and 20 ms, respectively. This is because
the scheduling period and the retransmission of pre-allocated
resources are dynamically set based on individual CE UEs
CSI and the HARQ resources need on the way to minimize
the negative impact of the outdated CE UEs CSI. Note that the
hierarchical scheduler does not allow adjusting the scheduling
resources for CE UEs at the RRHs, as multiple RRHs serve
these resources, and uncoordinated scheduling updates by
these RRHs would lead to potentially strong interference.
However, the goodput accomplished by PDS and CS severely
decreases to around 15% for the same range of 𝑁 .

Our results also cast a new light on the HARQ re-
source’s pre-allocation options. Generally, HS - Proposal,
CS - Proposal, PDS - Proposal outperform the conventional
approaches (i.e., HS, CS, PDS) by nearly up to 9%. The
proposal approaches outstanding performance is not surprising
as the amount of the HARQ RBs for individual CE UEs is
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Fig. 4: Impact of scheduling period on the network goodput
(a) and on the CE UEs goodput (b) for centralized, partially
distributed, and hierarchical scheduler (fronthaul delay=0 ms).
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Fig. 5: Impact of the fronthaul delay on the transport block
loss rate.

dynamically set according to their actual needs. Overall, the
HS-Proposal approach is the one that obtained the most robust
results in comparison with the HS - Optimum. The results
show that the HS-Proposal is dropped only by around 2%
compared to the HS -Optimum, while the HS is fallen by 10%.

Fig. 5 shows the probability of data transport blocks being
lost due to insufficient pre-allocated resources for HARQ
retransmissions (i.e., within up to 8 TTI). Fig. 5 reveals
that the transport block loss probability increases with the
fronthaul delay for all schedulers because the fronthaul delay
negatively influences the scheduling decision. Intuitively, a
higher error rate is observed for high fronthaul. However, the
HS - Proposal significantly reduces the loss rate by up to 83%
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Fig. 6: Impact of the fronthaul delay on the MAPE of the pro-
posed hierarchical scheduler and the conventional hierarchical
scheduler for different values of the scheduling period.

and 65%, compared to the PDS and CS, respectively, due to the
dynamicity of the HARQ resource pre-allocation. Moreover,
a notable improvement is observed even if we compare the
HS - Proposal with the HS, where our proposal reduces the
loss rate by roughly up to 30% for the longer fronthaul delay.
The superiority of the dynamic HARQ approach for hierar-
chical scheduler comes not only from its ability to suppress
the negative impact of a fronthaul delay by scheduling part of
the UEs (i.e., nCE UEs) at RRHs but also from the dynamic
amount of RBs that are assigned for the HARQ process based
on individual CE UEs radio channel characteristics. However,
even better results are achieved using our proposed scheduling
setting on both CS and PDS, where the loss rate is remarkably
reduced by up to 38% and 27%, respectively.

Fig. 6 shows the impact of the fronthaul delay and the
scheduling period prolongation on the MAPE of the amount
of the HARQ pre-allocated resources, 𝜁 . The 𝜁 for all
shown scenarios starts increasing with the fronthaul delay
due to the negative impact of outdated CSI. Our approach,
HS - Proposal, reaches the 𝜁 of up to 57% lower compared
to the HS, regardless of the length of the scheduling period.
This is because the actual value of retransmission pre-allocated
resources is adjusted according to the CE UEs’ HARQ actual
needs rather than keeping it static for all CE UEs. Furthermore,
the 𝜁 values increase with the scheduling period (i.e., 𝑁) for
all presented approaches as the scheduling information is not
up to date for the later TTIs within the scheduling period. Still,
the proposed dynamic pre-allocation of resources decreases 𝜁
by roughly three times compared to static allocation.

VI. CONCLUSION
This paper proposes the dynamic resource pre-allocation

framework for hierarchical scheduling in mobile networks
with C-RAN architecture. The dynamic resource pre-allocation
calculates the pre-allocated resources for the HARQ by com-
bining two distinct approaches: 1) the error rate and 2) the
scheduling period. In both aspects, we derived analytical
expressions for estimating the amount of resources needed.
Our simulation results illustrate that the proposed dynamic
pre-allocation scheduler increases the goodput with other
presented schedulers by around 39% and, at the same time,
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minimizes the transport block loss rate and mean absolute
percentage error of the amount of pre-allocated resources for
the HARQ by 38% and 57%, respectively.

The work can be further extended by an energy-efficient
resource allocation model to obtain better bandwidth perfor-
mance and, thus, making it suitable for new scenarios such as
the internet of things, big data, and smart city.
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